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Abstract

The objective of the present work is to overcome the inadequacies
of conventional skin friction measuring methods in terms of temporal and

spatial resolution.

An instrument has been developed for measurement of the instantane-
ous velocity gradient in a boundary layer at a solid surface, from which
the instantaneous wall shear stress can be deduced. The principle of
the device is akin to that of dual beam Laser Doppler Anemometer. In-
stead of crossing two laser beams to produce the measuring volume, the
present technique uses interference between two closely spaced cylindri-
cal waves emanating from the solid surface. The interference fringes
which constitute the measuring volume appear to be radiating from a

point on the surface.

Laser light is focused on a pair of optical slits in the wall to
produce the cylindrical waves. The slits are etched on a chromium coat-
ing (~ 0.1 micron thick ) deposited on a glass window. The window is
mounted in the wall with the coated side facing the fluid and flush with
the surface. In the present arrangement, the slits are 1 um wide, 400

microns long and 10 microns apart.

Seed particles in the fluid scatter light while crossing the mea-
suring volume. The scattered 1light 1s collected and analysed in a
conventional manner. In the present arrangement, the velocity and the
fringe spacing increase proportionally with distance from the wall.
This 1is true as long as measurement is made within the linear region of
the velocity profile. It is possible to apply this method conveniently
to boundary layers with a linear region as small as 0.1 millimeter. For
a given value of velocity gradient, the frequency of modulation of scat-
tered light 1is {invariant throughout the linear region. This single
frequency is a direct measure of the instantaneous wall velocity gra-

dient.

This device has been tested in plane Poiseuille flow as well as in
flat plate turbulent boundary layer. Water has been used as the flow

medium for all the experiments. The results from the laminar flow are




in agreement with theory within the uncertainty limits of the experi-
ment. The data for turbulent flow include measurement of mean skin
friction, wall turbulence intensity, skewness and flatness factors of
near—-wall turbulence and the probability density function of the skin
friction. These parameters are also reported for spanwise fluctuations.
All the data were obtained from a flat-plate boundary layer having a
Reynolds number of ~ 3700 based on mwomentum thickness. The mean skin
friction coefficient was found to be 0.0032 with a standard deviation of
38%. The probability density function has a positive skewness; the
flatness and skewness factors being 4.0 and 0.78, respectively. For
spanvise velocity gradient, the standard deviation is 11Z of the stream-
wise mean value, and the flatness factor is 4.6. Since the spanwise
velocity profile appears to be nonlinear even within five wall units, it
is not certain that the measurements truly represent the value of the
spanwise velocity gradient at the wall. In the absence of truly defini-
tive measurements or computational results for comparison, it is diffi-
cult to establish the accuracy of these data with a high precision. The
author believes that the search for an exact knowledge of turbulent skin
friction is a continuing process advanced by progress in computational
methods as well as experimental techniques. The present work may be

considered a significant contribution to this process.
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A°1’ Ac2

Asl’ Asz

Nomenclature

Width of the optical slit.
Normalized slit width.

Amplitude of free-stream periodic velocity as a ratio of
mean free-stream velocity.

Normalized
(3.31).

amplitude of the periodic velocity; Eqn.

Components of the propagation vector, ;; Eqn. (4.13).

and ¢
1 8y’

Parameters of scattering coefficients, ¢

Eqns. (A.68) through (A.80). 8

B = B(x,y;u,v) Transfer function of the instrument; Eqn. (2.10).

B = B)A/S

Normalized transfer function.

Parameters of scattering coefficients, ¢ and es H
Eqns. (A.68) through (A.80). &1 2

Constant in universal logarithmic velocity profile; Eqn.
(9.1).

Speed of sound in acousto-optic modulator.

Skin friction coefficient.

Scattering coefficients from the two slits.

Fringe spacing.

Distance between the mirrors in the beam generator.
Particle diameter.

*
Real and imaginary components of 2(6 -és ), respec-
tively. 81 %2

Integrated Dc over solid angle of the receiving

aperture.

and Ds

Complex diffracted field, normalized by field strength at
the slit center.

Charge of an electron

Unit vectors in polar coordinates for the electromagnetic
wave from the downstream slit.

Unit vectors in polar coordinates for the electromagnetic
wave from the upstream slit.

Combined scattered field from both the slits.

Strengths of fields from the downstream and upstream

slits, respectively.
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£, Frequency of laser light on the downstream slit. i
£1 Doppler-shifted frequency from the downstream slit after
scattering from a particle. |
£, Frequency of laser light on the upstream slit. |
fé Doppler-shifted frequency from the dpstream slit.
fc Focal length of the cylindrical lens.
fd Frequency of the signal detected.
fdm Down-mix frequency.
fm Anisotropic scattering shift in the detected signal; Eqn.
(4.22).
fs Frequency of sound waves in an acousto—optic modulator.
F( ) Fresnel integral.
Fc( ),Fs( ) Real and imaginary parts of Fresnel integral, respec-
tively.
g = g(t) Wall velocity gradient, instantaneous.
g¢ Acceleration due to gravity.
8nax® Smin The upper and lower limits for the velocity gradient being
measured.
6 —
[(E)e
c= 2 6-—t~ Clauser shape factor of a turbulent boundary layer.
f (U-u
u
o\1
h Planck's constant.
H= 61/62 Shape factor of turbulent boundary layer.
R Height of the laminar channel.
I, L Intensity of 1light waves incident on a scattering par-
1 2 ticle.
R in Root~mean-square noise current from the photomultiplier
t: . tube.
g
E e iy Signal current from the photomultiplier tube.

Unit vectors along x, y, and 2z, respectively.
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=34 ] = Bl"‘ [ g

a~1 4

o

= kL/2

Wavenumber, 2u/A.
Ratio of fringe spacing to particle diameter.

Ratio of the peak negative turbulent velocity to the mean
velocity.

Parameters in the scattering theory; Eqns. (4.23) through
(4.26).

Length of the slits.
Normalized slit length.
Length of the acousto-optic modulator.

1/e2 length of cross section of the laser-sheet in the
slit-plane.

Normalized length of the laser-sheet cross-section in the
slit plane.

Migration length of a particle.
Number of cycles in a Doppler burst.

Number of cycles in a Doppler burst without frequency
shifting.

Difference of unit vectors along the local direction of
propagation of two light waves, Fig. 2.1.

Polarization vector of a diffracted field.
Periodic component of pressure.

Laser power transmitted through the slits.
Laser power incident on the slits.

Amplitude of scattering coefficients, és and 58 ’

respectively. 1 2

Integrated P; and P, over solid angle of the receiving
aperture.

Power in the scattered light, instantaneous.

Normalized 2z for statlionary phase simplification.

Distance from the scattering particle center; Fig. A.7.
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¢ T Unit vector f{n the direction of observation of scattered
' I light, in the boundary-layer coordinates.
‘ ;a Unit vector for observation of the scattered light, in the
' aperture coordinates.
; % .o Projection onto ;‘o;o plane of the line connecting (x,z)
to (xo, Yo zy)e
f gﬁ Rep Reynolds number for laminar channel flow, based on the
[ channel height and the mean velocity.
*
'5‘ .~
K §§ Res Reynolds number of a turbulent boundary layer, based on
‘ 1 the displacement thickness and the free-stream velocity.
:]- Re6 Reynolds number of a turbulent boundary layer, based on
N 2 the momentum thickness and the free-stream velocity.
t
g 3 Propagation vector of a diffracted field.
8] Spacing between the intra-cavity laser waist and the
R, cylindrical lens.
y ¢
g - S Slit spacing.
3
i S = §/2y Normalized slit spacing.
. SNR Local signal-to-noise ratio.
e —_—
s $~ SNR Average SNR over the receiving aperture.
3 t Time.
" !! U Free-stream velocity, instantaneous.
P %- U Mean free-stream velocity.
b b + —
' U = U/u‘r Normalized mean free-stream velocity.
4 ;z ] Periodic free—stream velocity.
L

¥k

u Streamwise velocity.

Mean streamwise velocity.

>
el

: :}: u Periodic component of streamwise velocity.
: % u' Turbulent component of streamwise velocity.
f‘ i u, Friction velocity.
A u"r Apparent friction velocity from Coles' fit to a turbulent
: ,;: velocity profile.
v,
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Yo1

W o= kW/2

x = x/y

Mean streamwise velocity normalized with the inner vari-
ables.

Root-mean-square u' normalized with u..
Unit vectors along the two light waves; Fig. 2.1.

Linear term in the near-wall velocity, Eqn. (2.9).

Higher-order term in the near-wall velocity profile; Eqn.
(2.8).

Normalized higher-order term in the near-wall velocity.
Normal velocity.

Root-mean—square fluctuation in the normal velocity nor-
malized with u.

Normalized normal velocity.

Linear speed of the laser chopper.

Migration velocity of a neutrally buoyant particle.
Velocity of particle migration due to sedimentation.
Velocity vector in the measuring volume, instantaneous.
Local signal visibility.

Signal visibility averaged over the receiving aperture.
Spanwise velocity.

Root-mean-square fluctuation in spanwise velocity.
Half-width of l/e2 intensity profile of a laser beam.

Half-width of the waist of a laser beam for l/e2 inten-
sity.

Half-width of the intra-cavity waist.

l/e2 width of a laser sheet incident on a slit.
Normalized laser width in the slit plane.
Streamwise distance.

Normalized streamwise distance across the fan.

Half streamwise extent of the measuring volume.
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Xy = X /Y

x = kx

Vs
Yo
Yo © kyo
z
zt = zuT/v
; = kz
Zo
z = kz
o o)
zg = nwﬁ/k
le - Ol

Normalized half streamwise extent of the measuring volume.
Normalized distance along the slit-width in incident field
coordinates, Fig. A.3.

Distance along the slit-width in diffracted field coordi-
nates, Fig. A.3.

Normalized x,.

Distance from the wall.

Distance y normalized with the inner variables.

Upper and lower bounds of the measuring volume in y.

Distance y normalized with Stokes length scale; Eqn.

(3.25).

Distance normal to the slit plane.

Normalized y.

Digtance (spanwise).

Spanwise distance normalized with the inner variables.

Normalized distance along the slit-length in the incident
field coordinates, Fig. A.3.

Distance along the slit length in the diffracted field.
Normalized =z_.

o

Rayleigh range of the laser beam at the slits.

/A Rayleigh range at the intra-cavity waist.
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Greek Symbols

a

Ralf spreading angle of the cylindrical wave produced by a
slitc.

Half receiving-cone angle.

Angle between laser beams approaching the cylindrical
lens.

Phase angle of the diffracted field e.

Normal and streamwise angles for description of the scat-
tered field.

Turbulent boundary-layer thickness from Coles' scheme.

§
§, = f (1 - E)dy Displacement thickness of a turbulent boundary
o

v layer.

(l - g:)dy Momentum thickness of turbulent boundary layer.
U

cliel

§ =2 -
63 - f -‘_’_—2 (l - %)dy Energy thickness of turbulent boundary layer.
o U U
st = Gu*/v Normalized boundary~layer thickness.
Afdown Effective frequency shift: fdm < lfl-f2|.
Afs Frequency bandwidth of the signal processor.
af,, Effective frequency shift: f, > [f,-f,].
Au Nonlinear part of de
Ay y-extent of the measuring volume.
AY Change in ¥ over time At.
Nq Quantum efficiency of photomultiplier tube.
e Altitude hngle in polar coordinates for scattering theory;
Fig. A.7.
0, Altitude angle in the aperture coordinate system.
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8¢ Altitude angle of the center of the receiving aperture;
Figo 4.8,
l on Angle of mirror tile in beam generator.
K Constant in universal logarithmic velocity profile; Eqn.
g (9.1).
A Wavelength of light in the fluid.
as A Wavelength of sound in acousto-optic modulator.

Kinematic viscosity of the fluid.

B

Vo Frequency of light in vacuum.
I Coefficient of wake function in Coles' profile.
3%

P Density of the fluid.

Particle density.

=
©
©

T Wall shear stress.

o ol o

T Time~averaged wall ghear stress.

Root-mean-square fluctuation in wall shear stress.

L7
~
L

T* Normalized wall shear stress in laminar flow; Eqn. (8.1).
o
Gﬁ ¢ Azimuth angle in polar coordinates for scattering theory;
Fig. A.7.
!! b Azimuth angle in the aperture coordinate system.
. $e Azinuth angle of the center of the receiving aperture;
}.‘ Figo 4.8,
) X1 X2 Phases of Asl and ABZ. respectively.
<
&j Vi Yo Phases of le and Bsz. respectively.,
¥ Phase angle caused by local anisotropic scattering shift.

<|

Phase angle caused by average anisotropic scattering shift
over receiving aperture.

;j w Frequency of free-stream unsteadiness; radians/sec.

[

X

b 2 Solid angle of the receiving optics.
N
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Chapter 1

INTRODUCT ION

l.1 Objectives

Knowledge of the viscous drag caused by a fluid flowing past a
solid surface 1is of prime importance in fluid mechanics; however,
quantitative measurement of skin friction, even in steady flow, is a
difficult task. A variety of techniques has been developed and employed
for measurement of skin friction over the past few decades. The purpose
of this work was to develop a new optical method for measurement of skin
friction in unsteady flow, to be used in a water-flow facility for study

of turbulent boundary layers.

1.2 Previous Works

1.2.1 Conventional Methods

Laufer (1975) has identified periods of distinct trends in experi-
mental research on turbulence. Eddy~-viscosity models based on mean
quantities were the main tools for studying turbulence during the 1920's
and 30's. Measurement of mean skin friction (averaged over time and
surface area) was considered adequate during this period. The earliest
attempts to localize the measurement of skin friction along the flow
direction were made by Ludwieg and Tillmann (1949) in the late 40's.
Nevertheless, the hypothesis that a steady laminar sublayer existed
within a turbulent boundary layer had been widely accepted until visual
studies beginning in the 50's revealed that the wall velocity gradient
in a turbulent boundary layer is actually time-dependent; see Kline et
al. (1967)., 1t was further discovered that the flow in a nominally two-
dimensional boundary layer consists of spanwise streaks of fast and
slow-moving fluid. These discoveries have led to the necessity of mea-
suring temporally- and spatially-resolved skin friction, in order to
obtain detailed information about the fluid behavior next to the wall.
However, there exists a variety of methods which were originally devel-
oped prior to the realization of this particular need. These methods

shall hereafter be referred to as "conventional” methods.
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Winter (1977) reviewed the conventional techniques for measurement

of skin friction. These methods can be classified as follows.
l. Porce measurement (floating—-element devices);
2, Velocity profile methods (Clauser plot etc.);
3. Pressure measurement (surface Pitot tube and obstacles);
4. Analoglies: Heat transfer, mass transfer, surface oil flow.

The conventional methods are either indirect (and dependent on the
validity of certain assumptions and analogies) or direct and intrusive.
One of the least intrusive of these instruments is the floating-element
device, which continues to offer difficulties in the presence of pres-
sure gradients, as noted by Acharya and Escudier (1983). PFurthermore,
as pointed out earlier, these devices measure shear stress averaged over
a certain time interval and surface area which is frequently inadequate
for exploring the correlation between skin friction and the nature of
near-wall turbulence. A typical floating-element is larger than 5 mm in
diameter and hence not capable of resolving spanwise streaks or stream-
wise structures under typical experimental conditions, and at best

measures the time-averaged stress.

1.2.2 Current Developments

An experimental evaluation of time-~dependent shear stress is valu-
able not only for the classical case of a flat-plate turbulent boundary
layer but also for other flow models of practical significance. These
flow models include boundary layer separation and reattachment and un-
steady turbulent flow on a flat surface. The cases of a curved surface
and an imposed pressure gradient are also of interest. An experimental
data set of time-dependent shear stress is also understood to be indis-

pensable for evaluation of computational models of near-wall turbulence.

The earliest efforts to measure the fluctuating shear stress were
sade using a hot-film surface gauge (Bellhouse and Schultz, 1968). This
device is based on the analogy between local skin friction and surface
heat transfer. Ludwieg (1949) proposed this device, recognizing that
heat flow from a surface element is proportional to the one-third power

of the wall shearing stress, provided that the thermal layer lies within
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the linear velocity region of the boundary layer. The hot-film element
is normally small in physical dimensions (e.g., DISA 55R45 is 0.75 mm
along the spanwise and 0.2 mm along the streamwise direction) and has
adequate spatial resolution. The frequency response of these devices is
also believed to be sufficiently high for typical laboratory use. How-
ever, this feature is not very well understood. The hot-film gauge 1is
usually maintained at a fixed temperature using electrical heating
during its operation. Fluctuations in voltage resulting from variation
in heat transfer rate from the film are recorded. The sixth power of
the instantaneous voltage 1s proportional to the instantaneous shear
stress, making the instrument inherently weak 1in sgensitivity. For
instance, a 100 increase in the shear stress causes only 12% increase
in the voltage. It should also be noted that the one-third-power law is
based on the assumptions of quasi-steady flow and heat transfer as well

as unidirectional flow, neither of which may apply in unsteady flow.

Calibration of a hot-film gauge in a fluctuating flow is a diffi-
cult task. Sandborn (1979) and Ramaprian & Tu (1983) have addressed
this issue in different manners and have suggested procedures for cali-
bration of such devices 1in turbulent flow. Cook and Giddings (1984)
have evaluated such gauges in unsteady laminar flow. Their results
indicate large errors in the phase {nformatfion deduced from hot-film

measurements.

The thermal tuft developed at Stanford University by Westphal, et
al. (1981), is a recent advance in instrumentation for measurement of
skin friction. The thermal tuft is a modified pulsed-wire anemometer
probe used to measure very near-wall velocity, from which the velocity
gradient and shear stress can be deduced. This method uses a time-of-
flight measurement of a tracer of heated fluid. It has been proven
valuable in a study of turbulent separation and reattachment {n air
flow. This device invnlves a very short duration to produce a tracer.
The time of flight 1is typically of the order of a millisecond, which
signifies a high temporal resolution; however, it loses resolution at
low speeds which makes it virtually ineffective for application to a
typical water channel. The physical dimensions of the current version

of the probe are larger than those considered appropriate for obtaining

desirable spatial resolution.
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Laser methods appear potentially powerful, especially for a non- }"'.'ﬂ
intrusive measurement. Monson and Higuchi (1980) have suggested an -
interferometric laser method for evaluation of skin friction by measure-
ment of the thickness of an oil film on the solid surface. This method s
is applicable to gas flow only. Furthermore, it is not yet developed to R
the level of being used for local instantaneous measurements. The com- L{:
plexity of the oil flow is apparently the main limitation.

As compared to the above-mentioned method, laser Doppler Anemometry g‘
(LDA) is a more developed technique. The transfer function of LDA is .
simple and well-established in comparison to the complex relationships ;i
between output and measurand encountered frequently in other devices.

Mazumder et al. (198!) and several other researchers have attempted to :}':
employ the conventional LDA directly for measuring very near-wall veloc- -
ities for the purpose of deducing shear stress. Such efforts, however, >
have not yielded reliable results for the following reasons: &

1) Distortion of fringes and additional noise due to interference bW

of beams with the wall as the distance between the neasuring :3
volume and wall becomes small. -

2) Uncertainty in the knowledge of the location of the measuring !

volume, causing large errors in the estimates of wall velocity 54
gradient. :.:

3) Substantial change in velocity across the finite size of the

measuring volume, prohibiting interpretation of an individual 3
burst generated by a seed particle, since location within the v
measuring volume cannot be accurately established. This ::
effect 1s 1illustrated in Figure 1l.1; particles at different

y-locations within the measuring volume are shown to be pro- 3:
ducing signals of different frequencies for the same velocity b
gradient. Under such conditions, only time-averaged data can g
be meaningful, and correlation of skin friction with any other

instantaneous measurement is not possible. o

Goldstein and Adrian (1971) have suggested a method which uses the
spectrum of the LDA signals measured over a large time interval to de- <
duce the velocity gradient. However, this method is applicable only to .
steady state flows. -
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A number of exotic concepts besides those mentioned above have been
employed by researchers in order to improve resolution of the measure-
ment and to eliminate disturbance to the flow. Mention of the electro-
chemical probe of Mitchell and Hanratty (1966) and the method of speckle
motion suggested by Keveloh and Staude (1983) is appropriate in this
context. However, these methods are not yet developed to the stage of

being used with confidence for extensive research on turbulence.

1.3 The Motivation for the Present Work

As the above review of the previous work may have revealed, a pow-
erful method for measurement of skin friction could be developed by
modifying an LDA system to eliminate the peculiar difficulties of near-
wall measurements. The present work has been aimed at practical
implementation of a varlant of the LDA concept which seeks to circumvent

the above-mentioned problems.

The new system will be used to measure skin friction in an existing
water-flow facility which has been built to study steady and unsteady
boundary layers. Jayaraman et al. (1982) have described this apparatus
in detail. In this facility, the turbulent boundary layer is about 50
mm thick with a viscous sublayer (up to y+ = 5) of thickness 150 mi-
crons. The layer may be perturbed by changing the free-stream velocity
abruptly or sinusoidally. Further details about relevant parameters of

the boundary layer are provided in Table 3.1.

1.4 The Present Technique

The essence of the present method can be explained in terms of a
simple fringe model. Suppose one could create a " fan-like " fringe
pattern in the region where at any instant, the fluid velocity parallel
to the wall varies linearly with distance from the wall (Fig. 1.2).
Since the fringe spacing would also vary linearly with distance from the
wall, the Doppler signal from particles passing through this region will
have the same frequency for all the particles, and this frequency would
be proportional to the {instantaneous velocity gradient. Such a device
could therefore be used to measure instantaneous wall shear stress. If
the fringes could be made to rotate about the fan vertex, the device

could be used for flows reversing in direction.
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A fringe pattern with the above mentioned properties can be pro-

duced by interference of laser light diffracted from a pair of slits.
Rotation of the fringes can be accomplished by shifting the frequency of

£y |

light from one of the slits.

A mathematical treatment of this model involves expressions for

velocity and fringe—-spacing as functions of distance from the wall. The

o B LN

velocity profile can be expressed as follows:

u = gy (1.1)

P

The fringe~spacing in the far-field of diffraction from a pair of slits
is available in standard texts on physical optics (e.g., Jenkins and
White, 1957).

L

- N ] "
de 3 (1.2) R,
]
This expression adequately describes the case of stationary fringes. N
The frequency of the scattered signal is given by 53
-4 .S 5
fd 3 Y (1.3)
f
Since the expression for the Doppler frequency is independent of par- :b
ticle location, it is a direct measure of the velocity gradient, g. .
Equation (l1.3) is valid over a sizeable region next to .he wall. >
Signals are collected from a portion of this region called the measuring
volume, which is illustrated schematically in Fig. 1.2. In the present j;
e
system, the slits are 1 micron wide, 400 micron long and 10 microns
apart. They are etched in a O.l-micron—-thick layer of chromium, using -
integrated circuit technology. A special optical arrangement is used to .
focus laser light properly on each slit. o
Y
The present technique circumvents the problems associated with the =
conventional dual beam LDA (listed in the previous section) i{n the fol- R,
RO
lowing manner: 5 -

1) Laser beams originate from slits in the wall--this eliminates

&’
LAY

the problems with the beams grazing the wall;

‘.~.~.-
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2) Since the fringe pattern originates from the slits in the wall,

its location relative to the wall i{s fixed and known, helping
to reduce the uncertainty about the location of the measuring

volume;

3) Since, within the limits of linear velocity profile and linear
fringe spacing, the frequency of the Doppler signal is indepen-
dent of the location from which it originates, the uncertainty
about the particle location does not affect the accuracy of the

measurement.

This instrument, like conventional LDA, has high temporal resolu-
tion. It can be made small enough to resolve spanwise variations in the
flow and is essentially non-intrusive. The current version of this sys-
tem requires delicate alignments and cannot be transported very quickly

from one measuring location to the other.

This technique {8 also prone to errors in the measurement resulting
from the non-representative motion of seed particles in the presence of
large and unsteady velocity gradients. However, it is estimated that
particles of diameter 2-8 microns are likely to follow the fluid closely
and produce a discernible signal for the conditions under which this
device 1is usable. This assessment 1s validated experimentally in a

water channel with a high-skin-friction laminar flow.

Because of the smal! size of the slits and the need to collect
scattered light in almost side-scatter, the signals have been weak and
the signal rate meager (1-2 Hz). Later in this report, some sugges-

tions are made to improve the signal rate for future experiments.

1.5 Organization of the Report

The above description of the technique is simplified and inadequate
for practical implementation. A more comprehensive model of the device,
based on the electromagnetic theory of 1light, is outlined in the next
chapter. In Chapter 3, based on the formulation of Chapter 2 and con-
siderations of boundary-layer parameters, criteria have been developed
for evaluation of slit geometry. Both steady and unsteady layers are

discussed. The design criteria are generalized and may be used for
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building the instrument for a variety of flow conditions. Chapter &
deals with a detailed analysis of the signal quality and the secondary
effects assoclated with diffraction of light from the slits. The opti-
cal arrangement used to illuminate the slits 1s explained in Chapter 5.
In order to achieve accurate alignment, the optical setup allows adjust-
ment of the positions of various components. However, a large number
of degrees of freedom make it 1impossible to align the system by trial
and error. A systematic procedure for alignment of the device 1s pre-
sented in Chapter 6. Motion of scattering particles in the vicinity of
the wall 1s considered in Chapter 7, which has led to the concept of
"wall seeding” for obtaining high signal rates. Chapter 8 describes
evaluation of the 1instrument in a laminar flow channel. The first
application of the technique to a turbulent boundary layer is discussed

in Chapter 9. In the last chapter, some conclusions are drawn about the

technique and the results of turbulent measurementse.
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Chapter 2

PRINCIPLE OF THE INSTRUMENT

R =X e

2.1 Optical Considerations

~3

The working principle of the device was explained in terms of

fringes in the previous chapter. Fringes describe the spatial distribu-

Y

tion of time-averaged power intensity associated with the interference

of light waves. Such a treatment 18 conceptually simple and practically

='W
P,

i

adequate for evaluation of the signal frequency but it does not encom-

pass all the 1mportant aspects of the phenomenon. Additional informa-
&; tion is needed for a detailed description of the diffraction of 1light
N from the slits and its subsequent scattering by moving particles. A
- more rigorous treatment of the phenomenon can be accomplished by consid-
E‘ ering the laser light as an electromagnetic wave and employing the prin-
. ciple of the Doppler effect to ascertalin the frequency shift caused by
;J the motion of the scattering particles. In this model, propagation of
the electromagnetic wave is governed by a set of differential equations,
& known as Maxwell's equations. Standard solutions of Maxwell's equations
are utilized in this work to explore various aspects of the phenomenon
E: under consideration. The discussion In this context can be divided into
i the following topics:
3 1. Propagation of laser light from the laser head to the slits through
v various optical elements.
:; This part of the analysis can be conveniently treated with a solu-
= tion of Maxwell's equations, describing propagation of laser beams
f: through homogeneous, isotropic and nonconducting media. Based on the
o existing solutions for plain media and lenses, Self (1983) has doc-
‘. umented standardized procedures for application in optical design. A
:Q consideration of the present system in this respect is postponed to the
-, chapter on the optical arrangement.
:t 1i. Diffraction of laser light from the slits.
o The nature of diffracted light depends upon several parameters such
i as the orientation of the polarization axis relative to the slits and

the electrical conductivity of the coating in which slits are etched. A




description of the diffracted light may consist of the extent of the

27 Mp

near-field region, the shape of the wavefronts and the intensity distri-
bution along the wavefronts. These aspects are considered in Chapters 3
and 4 (Design of Slits and Signal Simulation) and in Appendix B. The
starting point for the current discussion 1is the deduction that the

LFgt

e

wave-front 1issuing from each slit {s almost circularly cylindrical in
the far-field of diffraction; hence the scheme is now designated as the

Dual Cylindrical Wave (DCW) method. This result is used in the next g
section to demonstrate that the difference in Doppler-shifted frequen-

cles from the two cylindrical waves can be related linearly to the wall ;{
velocity gradient under fairly general conditions.

o
iii. Scattering of light by moving particles. ._-:

The shift in the frequency of scattered light can be determined .
from the Doppler effect. A knowledge of the intensity and polarization i

of the scattered light 1n various directions is also {important. An

exact solution of Maxwell's equations for scattering of a plane wave E
from a homogeneous spherical particle, known as Mile scattering theory, ’
can be used for this purpose. Adrian and Early (1976) have used this v
theory to develop procedures for evaluation of LDA systems. .
Since Maxwell's equations are the main tools for the analysis and 'r_;
design of this system, these are documented and discussed in Appendix A. i
This appendix contains various simplifications and solutions of Max-
well's equations for the sake of immediate reference. !
>
2.2 Frequency of the Heterodyne Signal .‘;.;
As mentioned earlier, the frequency of the signal can be considered ~x
as the heterodyne (of beat) frequency between two waves scattered by a :
moving particle as 1t crosses the cylindrical waves of laser light dif- .
fracted from the two slits. a‘
In general, when two coherent waves are incident upon a moving .
particle of a size sufficiently smaller than the radiif of curvature of :‘;
the waves, the scattered light exhibits a heterodyne frequency due to )
the Doppler effect. An expression for this frequency can be deduced N
from a generalized expression given by Durst (1982).
%
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This expression 1s applicable to two wavefronts of any shape with
slightly different frequencies. Nomenclature for this expression 1is
explained in Figure 2.1. In a typical LDA application, either f,;
and f, are the same or different by 40 MHz. The 40 MHz frequency
shift is incorporated by an acousto-optic modulator (explained in Sec.
5¢3).

The vector n can be expressed as the difference of unit vectors

along the local direction of propagation of the two waves.
; = l‘: - u (2.2)

Following the convention of Fig. 2.2, the two unit vectors 61 and

32 can be expressed in terms of the slit spacing S and coordinates x
and vy;
Gl (x-8/2) I+ Y.T (2.3)
’\/(x-S/Z)2 + y2
and
i, - Gers/2)L + 5] (2.4)

Nx+s/2)2 + 32

The term Uen/A in Eqn. (2.1) can be evaluated by combining Eqns. (2.2)
through (2.4) with the expression for velocity in Cartesian coordinates;

i.e.,
¥ o= ul+ v] + Wk . (2.5)

The following expression is thus obtained for §-;/k.

Von . 1) _[(x#S/2)u + yv] _ _[(x=5/2)u + yv] ' (2.6)

X (xesr)? + 12 Tees)? « y2) 177 |
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2.3 Transfer Function P
For the present system it 1is appropriate to relate the velocity
gradient to the signal frequency by a transfer function, D
B = B(x,y;u,v),
N
such that, a4
!
fen
- = B(x,y;u,v) g(t) . (2.7)

Notice that the terms involving the velocity component w would drop

out, because the cylindrical waves are assumed to be two-dimensional. P
This assumption is examined in detail in Chapter 4. In order to obtain & 4
a linear relationship between the signal frequency fd and the instan- L
?
taneous wall velocity gradient g(t), the function B should be rea- o
sonably constant over the measuring volume defined in terms of the
coordinates x and y. It should also be insensitive to the range of E
velocity components u and v encountered in the measuring volume.
The nature of the velocity distribution in the viscous sublayer 1s dis- ;?. )
cussed in the following section. Current knowledge of the behavior of ‘
the velocity components u and v in the viscous sublayer is used ! a
later for estimating expected variations in the parameter B. 3
¢’
It is convenient to express the streamwise velocity component u ’,.2 A
-
as the sum of a linear and a higher-order term. i.e., LI
@2-8) .
where, -
K
o ) '
u, = g(t)y (2.9) =
o
Substituting the above relations into (2.6) and invoking the definition "~ L
'y
of B as given by Eqn. (2.7), i~ :
(x+S/2)(1+unl/u£) + yv/ul ﬁ b
B(x,yju,v) =
2,1/2 7
: [(x+5/2)° /2 .
(2010) :'c ...
) (x—S/Z)(l+unl/u ) + yv/u, I s
1 2 ®e -
[(x-5/2)2 + y21V/ $ N
o
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The above expression can be non-dimensionalized by introducing the

following definitions:

B = B)A/S
x = x/y

Ung 7 unl/ul
v = v/u,
The following expression is obtained as a result of nondimensionaliza-

tion.

xS0 +u ) +v x-S +u )]

1 2.12
28 1/2 1/2 ‘ (2.12)

[(x + 8)2 + 1] [(x - 8)% + 1]

Since B has been normalized with the nominal value of the transfer
function obtained from the fringe model (Equ. (1.3)), it 1is expected
that the value of B should be close to unity. It is in fact apparent

from Fqn. (2.,12) that B approaches unity {if
4y, = v =0 and Ix £ 8] << 1 .

2.4 Instantaneous Velocity Distribution in the Viscous Sublayer

Estimation of the normal velocity v and the nonlinear term Uog
in the streamwise velocity is needed for examining invariance of the
transfer function. Using results of experimental studies and numerical
simulations of steady turbulent boundary layer, such an evaluation is
taken up in this section. Effects of free-stream unsteadiness are

considered in the later parts of this report.

Coles (1978) has compiled experimental data of near-wall turbulence

from various authors. These data 1indicate that in general the r.m.s.
+

fluctuation u'+ is found to increase linearly with y wup to y+ = 5.

This is particularly true of the relatively more reliable data. It {s

also known from similar studies, such as that of Klebanoff (1954), that
15
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the average velocity uwt o 1s also linear up to y+ = 5, It may be

conjectured, from these two pieces of 1information, that the
instantaneous velocity profile is also linear for y+ < 5. Though the
available 1information does not necegsarily 1imply 1linearity of the
instantaneous velocity profile, the opposite 1is not 1likely from a
consideration of viscous flow. Coles' model of the viscous sublayer
based on Taylor-Gdrtler instability also suggests a linear increase in

o+ +

u up to y = 5. A numerical simulation of the viscous sublayer by

Chapnan and Kuhn (1985) has led to similar results regarding the pro-

files of u+ and u'+.

Kim et al. (1971) have reported direct measurement of instantaneous
velocity profiles in a turbulent boundary layer using hydrogen bubbles
to track the flow. This technique 18 not accurate for quantitative
evaluation; nevertheless it does not show a significant deviation from
linearity in the instantaneous profile over the near—wall region, where

the mean profile is linear.

In view of the above discussion, it may be assumed that the higher-
order term Ung in the profile of streamwise velocity component can be
kept well within 5% of the linear term u, by confining the measuring

+
volume to y < 5.

According to the data compiled by Coles, the r.m.s. normal compo-

nent of velocity, v'+, is significantly smaller than the streanwise

velocity ut; e.g., measurements of Laufer (1953) indicate that vt -
0.2 at y+ = 5, which implies that the standari deviation Iin v {18
only 0.04. This result {s Iin agreement with the simulatfon of Chapman
and Kuhn (1985). Hence, t 0.1 are chosen as the extreme values of

v for further evaluation.

Measurements of Klebanoff also exhibit that the root-mean-square

value of u'

is about 0.3 times the mean velocity in the near-wall
region of a flat plate turbulent boundary layer. The study of Laufer
for pipe flow shows a rati{o of rms turbulent velocity to mean velocity
of 0.25, 1in the viscous sublayer. Hot-fi{ilm measurements of shear
stress in channel flow by Blinco and Simons (1974) and Eckelmann (1979)

are in agreement with the above-mentioned data. They have also demon-

strated that the probability density function of the fluctuating

4
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component is highly skewed towards positive values. It diminishes near

twice-the-rms~value on the negative side. Hence it is appropriate to
consider -0.5 u as an extreme negative value for u'. This deduction
is further substantiated by the experimental results of Sandborn (1979)
and Westphal et al. (1981).

2.5 Invariance of the Transfer Function

It is desirable to have a transfer function that is independent of
the particle position and velocity. The present device, however, in-
volves minor variations in the multiplier B which converts the output
of the device to the measurand. These variations arise from the optical
arrangement as well as the flow condition. The variations associated
with the optical setup are those pertaining to the relative location and
the exact shape of the cylindrical waves. These are predictable to some
degree; hence a correction can be applied to minimize uncertainties
resulting from such variations. The variations associated with the flow
characteristics, on the contrary, are less predictable and prone to

cause larger uncertainties in the measurement.

The optics-related variations are illustrated in Figure 2.3. B 1is
plotted for a range of x from -0.3 to +0.3 which corresponds to a
full vertex angle of 33° for the fan. A variation of 10 occurs in B
over this range. In terms of the fringe model, it may be interpreted as
an increase in fringe-spacing from the center to the edges of the fan.
This variation can be reduced to 5 if measurement is made between x = -

0.2 and x = +0.2.

An increase in slit-spacing (for fixed y) lowers the value of B,
as shown in Figure 2.3. It also makes it less sensitive to =x. How-
ever, it may not be a good choice for practical implementation. If the
slits are too far apart, it may not be possible to achieve adequate
interference between diffracted light from the two slits. Actually, the
slit-spacing should be significantly smallor than thickness of the
region in which the velocity profile is expected to be linear. The plot
corresponding to S/y = 0.8 may also be considered as the case of a very
near-wall signal. Despite a weak overlap between the two diffracted
waves, the near-wall signal from the central portfon of the fan repre-

sents the velocity gradient reasonably well. This characteristic of the
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signal from the very near-wall region is used for developing a method

for alignment of the receiving optics (see Chapter 6).

It should be noted that individual signals correspond to unknown
values of x and y within a limited range. This translates into an
uncertainty in the knowledge of B for a given signal and hence an
uncertainty in the measurement. To minimize this kind of uncertainty,
an optimum value of B 18 evaluated in Appendix C. An estimate of
uncertalinty associated with the optimum value of B 1is also given in

this appendix.

The flow-related variations in the transfer function are 1llustra-
ted in Figs. 2.4 through 2.6. The values of v and u,, suggested in
the previous section are used to evaluate variations in B. As shown in
Figure 2.4, the effect of v 18 small and self-compensating. Decrease
in B from the left half of the measuring volume is balanced by in-
crease in the right half (or vice versa). This effect may be explained
in terms of the fringe model. As shown in Figure 2.5, a particle with a
small positive v-component crosses fringes faster than a particle with
zero vertical component in the first half of the fan. The opposite is
true for the second half. Hence the average measured frequency roughly
corresponds to the u-conponent without any motion normal to the wall.
Since displacement of the particle normal to the wall is small compared
to the actual distance of the particle from the wall, it has been ig-

nored in the present discussion.

The variation in B due to u,, 1s shown in Figure 2.6, It is of
the same order as . f.e., £ 5% in this case. It may be remarked at
this point that nonlinearity of the velocity profile in the measuring
volume, if present, is perhaps the largest source of uncertainty in the

neasurement.

The above examination of the concept of the DCW system {llustrates
that a device can be built on this principle to facilitate a direct mea-

surement of instantaneous wall velocity gradient with a close tolerance

of a few percent.
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Normalized Transfer Function

Effect of nonlinearity
in velocity profile
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Fig. 2.6.
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Transfer function for a nonlinear velocity profile.
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Chapter 3

THE DESIGN OF THE SLITS

3.1 Overview of Design Considerations

This chapter deals with the cholce of the width and length of each
slit and the spacing between them. The design in this respect must
satisfy certain restrictions imposed by the characteristics of the flow
and the properties of light diffracted from the slits. The constraints
pertaining to the nature of the flow can be expressed in terms of a
Reynolds number based on the upper bound of the measuring volume in y
as the characteristic length. The limiting value of this parameter de-
pends upon the friction coefficient, Cf, which has been taken as
0.004 for the present design. This value of C, 1is large enough to
yield a safe design for the turbulent boundary layer under considera-
tion. Once the upper bound of the measuring volume has been estab-
lished, it 18 possible to evaluate the limiting frequency of imposed
fluctuations in the free-stream velocity, without exceeding a certain
margin of error in the measurement. The limiting frequency 1is a func-
tion of the amplitude of the imposed fluctuating velocity. The lower
bound of the measuring volume {8 calculated by taking 100 microns as the
extent of the measuring volume in y, which 1s comparable with the
measuring-volume size for a typical LDV system. Signal quality at the

lower bound i8 used as a criterion for determining the slit spacing.

In order to localize the measurement, the length of the slits is
confined to one-fifth of the spacing between spanwise streaks (see Sec.

1.2.1 for a description of streaks).

Other constraints on sizing of the slits pertain to the quality and
strength of the signal. The results of this design exercise for the
present system are summarized in Table 3.1, which contains the slit
dimensions and restrictions on the frequency of imposed unsteadiness for
the cases of high and low amplitude of the imposed free-stream fluctua-
tion. 1In addition to the above, it contains the necessary information
about the research facility and certain auxiliary data chosen to com-

plete the input data set required for the design.
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3.2 Slit Spacing

The choice of slit spacing influences several parameters. It may

be demonstrated that, by increasing the slit spacing,

l. The region of interference between the cylindrical waves is

reduced (see Fig. 3.1).

2. The fringe spacing becomes smaller (see Eqn. (1.2)), thus re-
ducing signal visibility.

3. The number of fringes Increases, improving the accuracy with

which Doppler frequency can be determined.

4. There 1s a larger spacing between the laser sheets used to
11luminate the slits; hence, legs chance of cross—-talk due to

overlap between the two sheets.

It i{s obvious that the last two effects are favorable, whereas the
first two are undesirable. The purpose of this section is to set a cri-
terion for determining the best compromise between the positive and the
adverse effects. Subsequently, this criterion is applied to the present

system and the optimum slit spacing is evaluated.

3.2.1 Signal Visibility

The signal visibility is defined as the ratio of modulation to the
peak value in a Doppler burst. Visibility is a complex function of many
parameters including particle size, particle shape, refractive index,
collection angle and location of the receiving optics. However, accord-
ing to Adrian (1978) the first order effect in many situations can be
described in terms of the fringe model. The particle size should be
smaller than the fringe spacing for a reliably visible signal. The
fringe spacing for double-slit geometry has been given in Chapter 1.

Though a high signal visibility does not necessarily imply a high
signal~to-noise ratio, it 1is appropriate to maintain a high visibility
for at least the smallest scattering particles. This may be achieved by
using a fringe spacing at least k; times the particle diameter, then

de > kyd,
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Substituting the above in Eqn. (1.2),

kld )

- —P 3.1
3 Ymin A (3.1
- Ypin Provides a lower bound for the location of the measuring volume.

3.2.2 Linear Region in a Flat Plate Boundary Layer

The thickness of the viscous sublayer can safely be taken to cor-

respond to y+ = 5, on the basis of data compiled by Coles (1957).

3
) Hence the value of y at y+ = 5 determines the upper bound for the
o measuring volume, i.e,
L]
+ y u
mtx T ¢ s
I
Since
¥ 2
! Cf = 2 - N
U
LY )
Uy 1/2
_ —max ¢ 5 <2—> (3.2)
y v C
", f
-
The above equation shows a relationship between the nondimensional-
- ized size of the measuring volume and the coefficient of skin friction.
'}i 3.2.3 A Criterion for Evaluating Slit Spacing
The optimum slit spacing is directly dependent upon the size of the
¥ measuring volume which must be restricted to the near-wall linear region
- of the velocity profile. This condition translates into a restriction
" on the relevant Reynolds number which has been expressed by Eqn. (3.2)
K and may be used to estimate Ymax® If this value is exceedingly small
o (e.g+, 20 microns or so), then the proposed method is not feasible.
{
1
e The allowable value of y_, ~ can be worked out as follows:
«
' Ymin ™ Ymax T & (3.3)
. where Ay {8 the extent of the measuring volume normal to the wall.
D
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Using the value of 'y, . from (3.3), the value of maximum allowable
S can be determined from (3.1).

The smallest possible value of S 1is dictated by the smallest
width of waist of a laser sheet which can be produced and by the need to
avoid cross-talk between the separate beams illuminating separate

slits. The following criterion is suggested:
S > 2w (3.4)

where W 1{is the l/e2 width of the waist. A waist of 5 microns can be
produced without requiring any extraordinary lens system design. Hence

a slit spacing of 10 microns or larger is acceptable.

A variety of important flow models can be studied without violating
the restrictions discussed above. For the present system, a mean free

stream velocity of 0.73 m/s suggests a of 150 microns based on

y

Ce = 0.004. We allow 100 microns in :éx for the measuring volume.
Using a particle diameter of 2 microns and k; = 1, the value of S |{s
found to be 10 microns. This estimate is based on a laser wavelength of
0.3868 micron in water (0.5145 micron in air, 1i.e, argon-ion green
line). Though the present design is based on a particle diameter of
2 microns, it would produce discernible signals for a range of particle

diameters as shown in Chapter 4.

The measuring volume 18 100 microns in its y-extent and is centered
at a distance of 100 microns from the wall. The method for locating the
measuring volume in close proximity to the design location is described

in Chapter 6.

It is appropriate at this point to comment on the constancy of the
transfer function produced by this design. The case of S = 0.1 dis-
cussed in Chapter 2 corresponds to y = y., ; the associated variations
in B are illustrated in Fig. 2.2. For other locations in the mea-
suring volume, the variation in B {8 smaller. Further discussion on
this topic 1is postponed till the extreme values of =x are deduced from

a consideration of slit width.

28

y\’&“

. -
4'..".

[4

.

v
e
-~ €

Ay
LS Y

U4

" e

. v -

]
i

I N " R MIICN FC N T P B O P OB AT P L L P P\ A a®. € T T T TS S S
o B o B % a Wal¥a 4%, X o % Py ey \ ‘s PP ) 'y

A AR

weoer oo

-
<




]
3 |

3.3 Width of Slits

The light diffracted from a slit develops into a cylindrical wave

after travelling a certain distance from the wall. This distance be-

comes smaller with decreasing slit width. Furthermore, thinner slits

By

cause diffracted waves to spread out to larger angles from the normal to

the slit. This produces a larger measuring volume and a larger number

. 4

t- of cycles in the signal. A very thin slit, however, does not transmit a
large amount of power; hence the signal is weak and the signal-to-noise

SE ratio {s smaller. A design criterion, taking into account these factors
has been developed in the following sections.

v,

7

.
2

3.3.1 Fresnel Approximation

Presnel approximation of scalar diffraction (explained in App. A)

&y

{s used for estimating the smallest desirable distance from the slits as

:{ well as the spreading angle of the diffracted wave. This approximation
-2 1s valid {f the diffracted light is concentrated in the vicinity of the
normal to the aperture. Since the present system allows diffracted
. light to spread out to fairly large angles, some caution must be exer-
. cised in using this approximation. However, for the present system, a
;E detailed solution of the problem (see Section 4.4) validates this ap-
. proximation.
s
3.3.2 Far-field Condition
ﬁi An expression for the distance over which light diffracted by a
slit {s well represented as a cylindrical wave {8 referred to as the
f; "far-field condition”" and is given in Optics texts (e.g. Goodman (1968))
R as,
L' 2
g y » - (3.5)
o This distance decreases with decreasing slit width, and should be made

cons{derably smaller than Ymin® This requirement can also be expressed

T e W A ST TV Y TS S
L __ X

as,
a << (4kyd s/m)!/2 (3.6)
.
‘\‘
~
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3.3.3 Number of Cycles in a Doppler Burst

The number of cycles in an unshifted Doppler burst (f;, = f, in
Eq. (2.1)) depends upon streamwise extent 2xm of the measuring voluwme,
which in turn depends on the width of the slits. The number of cycles
in general 1is given by

21('ll
N = fd -—'—u (307)
In the case of zero frequency shift,
fd = Bg
Hence,
*n
N = 2B— = 2Bx (3.8)
o m

(using the normalization convention of Eqn. (2.11)), where

S
x, = ytama-3 (3.9)

as shown in Fig. 3.1. The half spreading angle, «, of each wave is
given in standard texts on Physical Optics (e.g., Jenkins and White
(1957)) as follows:

asina = 2 (3.10)

The limiting value of a required for producing at least No cycles
can be derived from Eqns. (3.8), (3.9) and (3.10). Using y = Yain
from Eq. (3.1) and B = S/A, one obtains the following expression.

211/2
9 Zkld S

s <V FRE TS (.10)
olp

The corresponding expression for the streamwise extent of the measuring

volume is as follows:

x = —2 5 (3.12)

The above equation is obtained from Eqns. (3.9) and (3.10) after normal-

izing according to (2.11).
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Finally, 1it may be pointed out that the number of cycles in a
shifted Doppler burst is a more complex function of several parameters,
including the velocity gradient itself. However, if the range of g
being measured is known, it 1is possible to maintain the number of cyc-
les, N, above No. The corresponding conditions are derived in Sec.
3.4,

3.3.4 Power Transmission Through a Slit

Finally, it should be noted that a thinner slit would transmit a
smaller fraction of the incident sheet of laser light and hence would
require a larger laser power to produce a discernible signal. The ratio

of incident to transmitted power on a slit can be expressed as:

= erf ("7 "’) (3.15)

vlv

W
o

This expression is based on the assumption that the power incident upon
the exposed area of the slit is transmitted through it. This assumption
is not valid for very narrow slits (see Keller, 1961). For the present

system, the narrow slit effect i{s small and may be ignored.

3.3.5 A Criterion for Evaluating Slit Width

The requirement of having a certain number of cycles in a burst
would usually be more critical than other conditions. It is recommended
that this condition be used for the first estimate of a, which may be

used to check if other conditions have been satisfied.

Using No = 10 and other variables as specified earlier, Eqn.

(3.11) yields
a < 1.39 micron .

We use a = 1 micron, which transforms the far-field condition of Eqn.

(3.5) into the following expression:

y > 2 microns.
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Since y varies from 50 microns to 150 microns in the measuring volume,

this condition is satisfactorily observed.

For a laser-sheet of waist 5 microns, the current setup, according
to Eqn. (3.15), allows 30X power transmission which is acceptable for a
normal application using 1 Watt power. The details of transmission
through the slits and the strength of the resulting signal are discussed
in Chapters 4 and 5.

3.4 Restrictions on Downmixing

In the case of a shifted Doppler burst, the number of cycles depend
not only upon the streamwise extent of the measuring volume but also
upon the velocity gradient and the effective frequency shift at the
processor input. As mentioned earlier, the shift frequency (fl - fz)
is typically +40 MHz or -40 MHz. For the present applications, the
Doppler shift ( B g ) is less than 100 kHz. Hence, frequencies of the
optical signals lie in the range of 40 MHz %+ 0.1 MHz. After the optical
signal has been converted into an electrical signal, it is convenient to
subtract a fixed frequency (e.g., 39.9 MHz) from the signal frequency.
This process 1is called "downmixing” and the amount of the frequency
deducted is referred to as "downmix frequency". After downmixing, the

effective shift frequency may be expressed as follows:

Afdown = fl - f2 - fdm » for fl > fz
Or (3.16)

Afdown = fZ - fl - fdm ’ for fl < f2

Similarly, {if fdm {8 larger than 40 MHz, the effective upshifting may
be expressed as below:

Af = f

up dm_(fl-fz) ’ for fl>f2

(3.17)

Afup - fdm - (f2 - fl) N for £, < £,

Since the effective frequency shift 1is only of the order of the
Doppler shift, the signal processor need not be responsive to very high

frequencies.
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Six different cases of measurements with frequency shifting may be

identified. The classification is bagsed on whether,

] The laser frequency at the downstream slit is higher than that

at the upstream slit (f, > f5) or vice versa;

® The effective shift is positive or negative (i.e., the signal

frequency increases or decreases with increasing g);

° Flow reversal takes place, i.e., gg,, < 0 (notice that the

positive flow direction 1s so chosen that is always

€max
positive).

For each of these cases, Table 3.2 gives the condition for obtain-
ing at least as many cycles in the shifted burst as in the unshifted
one. The derivation of these conditions may be illustrated by consid-
ering the flrst two cases in detail. If the downstream slit is {llum-
inated with the higher frequency, then according to Eqs. (2.1) and
(2.7), the signal frequency at the photomultiplier f{s given by

fl‘f2+Bg

For positive shift, using Eq. (3.16), the detected frequency is ex-

pressed as,
fq = Af youn * BB (3.18)

In order to obtain unambiguous signals, the following condition must be
satisfied:
Z_

Afdown Bgmin

In practice, a more restrictive condition is imposed on Afdown’ so
that very low frequency signals are prevented. The condition for

N> No may be deduced from the following expressions for the number of

cycles in a bhurst:

d
N BgNo’ for g >0
(3.19)
fd
N = - Bg No , for g <0
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The above expressions may be derived from Eqs. (3.7) and (3.8). For the

case under consideration, if there is no flow reversal, then

Afdown
= ——— .
N ( Bg 1) No (3.20)
Hence the condition
Afdown > 0

would ensure that N > No‘ However, if flow reversal occurs, then for

the negative values of g,
Afd wn
N = (-—L- 1) N (3.21)

Eqs. (3.20) and (3.21) imply that N would be larger than N, for all
the values of g, if the following condition is satisfied:

> - 2Bg

Afdown min

The other cases in Table 3.2 may be analyzed in a similar manner.

3.5 Restrictions on Imposed Unsteadiness

There are not many data available on turbulent boundary layers with
imposed unsteadiness. However, a study by Jayaraman et al. (1982) eluc-
idates {important aspects of such flows. It has been found convenient to
decompose the flow variables into three components; namely, a time-
averaged component, a periodic component due to imposed unsteadiness and
a turbulent fluctuation. Hence streamwise velocity can be repregented

as follows:

u(x,y,z,t) = ka,y.z) + G(x,y,z,t) + u'(x,y,z,t) (3.22)
Averaging of u for a fixed phase, over a number of ensembles, yields
u +u, whereas u can be separated by time-averaging the data.

The continuity and momentum equations for the individual components
can be i{solated from Navier-Stokes equations by averaging in the above-

mentioned manner. The governing equations for the periodic components

34

. r
=~ -

| ERARRAS

N L )

JOA

4

- 3 v e - -

|' 'v.’.



Yo

‘ of velocity are complex and generally coupled with the velocity of mean

flow field as well as the turbulent field. However, an analytical solu-

} tion 1s possible under the boundary layer approximation for the case of

a large Strouhal number, 1i.e.,

f's:

-

2=
(=

where w 1is the frequency of imposed unsteadiness in radians/sec and L

is a typical length scale along the mean flow. The governing equation

AR

for this case is as follows,

\
v du 129 + 3 u

— = -— v ———

at p 9x 2
. 3y
"o
E' In the free-stream, u ceases to change with respect to y. Hence,
z lap _ A
3 p 3x at
-
I' This simplifies the governing equation to the standard Stokes equation:

2 - 1) 2 G - )
& AL TRV, .24 (3.23)
'\-' at 2
A ay
'l The boundary conditions are as follows:
:; - i\i = 0 N y + ™ ’

o u-U = -U , y = 0 .
-~
o, For a sinusoidal imposed unsteadiness,

U = aUcos wt .
o

.

The solution to this problem is avalilable in classical literature on

é: heat conduction or fluid mechanics. It can be expressed as follows:
y u-U = -aU exp(~y ) cos(ut -y ) (3.24)
ii ) ] s
where,
- o
-~ Yg < \/7; y (3.25)
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A linear approximation to this profile would be given as, ;:
L A %2) = y [cos(ut) + sin(wt)]
al a U y=0 X
° ° (3.26) ;
=‘V§ys cos(wt - w/4) :ﬁ
u:"
An expression for deviation from 1linearity follows from (3.24) and -
(3.26): RX
A = a;U {1 - ys - exp(-ys) cos(y )] cos(uwt) Ei
y (3.27)
+ [exp(-y ) sin{y ) - y ] sin(ut)} o
] 8 s .
This parameter may be compared with the total velocity in order to esti- ..
mate the linearity of the instantaneous velocity profile. Various com-
ponents of the instantaneous velocity are estimated below. -
A
A
Mean velocity may be expressed as -t
-2
CcCU s
- £
u = y (3.28) e
Y 2wv
+ + T
This expression has been deduced from the relation, u =y , which is 3:
valid inside the measuring volume and is believed to be unaltered by the
imposed unsteadiness. The above form is obtained by using definitions !!
of y+ and C¢ along with Eqn. (3.25). i
The deviation from linearity would be maximum for the largest nega- :i
tive value of u', which may be expressed as a fraction of mean veloc-
ity. S_'.‘
v
u' = - k.u
2 \-
-2 (3.29)
k
2CfU
- - y .’.
Y20y ° :
An estimate of k, 1s given later.
The following expression for instantaneous velocity is obtained by !!
substituting (3.26), (3.28) and (3.29) into (3.22).
16 N
n
IO R N T P A A A A el e Neralat

v I’

Vo

N IR SO S SR

PR
R

e



LY

N

E

Ny

L
[

e
L S
h

WA

.
Pl

o

W AW IR e O T OwW IIRT TR PR 3 s pastt & ? A Jos b pt

-2
(1=k,) C.U
- w
u = | ———— /2 aUcos(ut -7 )|y, (3.30)

Y 2uwv

The deviation from linearity can be expressed as the ratio of
(3.27) to (3.30).

Ao{[1-ys—exp(-ys)cos(ys)] cos wt + [exp(—ys)sin(ys) - ys] sin wt}

u (1 + /2 A cos(wt = n/4)] Vg

where normeiized amplitude

/20y a

A = ———— (3.31)
(1-k2) CfU

In the near—wall region of interest, Eqn. (3.31) shows a monotonic
increase in deviation from linearity with distance y. It also goes
through cyclic changes in time as shown in Fig. 3.2, Peak values occur
at certain phase angles. The positive peak is somewhat larger in magni-
tude than the negative one. The phase angle for these peaks can be
deduced from the following expressions:

Al - exp(-ys)[cos(ys) + sin(ys)]}

cos(wt+y) = 5 2.1/2
{[l-ys—exp(-ys) cos(ys)] + [exp('ys) sin(ys) - ys] }

(3.32)

where
siny ~ [l-y, - exp(-y.) cos(y,)]
cos Yy ~ [exp(-y.) sin(y.) - y/]

The peak error in the measurement would occur at the upper bound of
the measuring volume at a phase angle defined by (3.32), provided the
peak negative value of turbulent fluctuation coincides with this phase
angle. By confining this error to a certain value the allowable ampli-
tude for a given frequency of imposed oscillations can be computed from

(3.31) in conjuntion with (3.32) and (3.25).
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This computation requires the following inputs:

1) Flow parameters; namely, skin friction, kinematic viscosity and

mean free-stream velocity.

2) Upper bound of the measuring volume, as evaluated from

y"x ?
a consideration of steady turbulent boundary layer.
3) The ratio of peak negative turbulent velocity to the mean vel-

ocity, k2'
4) Allowable peak error in the signal.

The following remarks are relevant to the value of the peak error

in the signal:

1) It would occur only in the case of very high Strouhal numbers
approaching Stokes' idealization. In an actual unsteady layer
the error would be smaller because effects of imposed unstead-
iness, as shown by Jayaraman et al. (1982), tend to be confined
to higher values of y than allowed by Stokes solution.

2) It would be experienced only at the upper bound of the measur-
ing volume. Signals from the other parts of the measuring

volume would have less error.

3) It would be encountered at a particular phase angle; at other

phase angles the error would be smaller.

4) It would occur only {f the peak negative turbulent velocity
would coincide with the phase angle of maximum error. The
probability of such a coincidence is fairly low, hence most of

the signals would involve smaller error.

Considering the fact that the specified peak error has a low prob-
ability of occurence, it is recommended that a value of 5 to 102 for
this parameter would be adequately small to ensure overall accuracy of

meaurement.

Figure 3.3 contains results of computation of allowable amplitude
for a range of frequencies from 0.1 to 2 Hz. Calculations are done
for a distance of 150 microns from the wall and flow parameters of the

present system listed in Table 3.1. The value of k, (0.5) 18 based on
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the data discussed in Section 2.4. The results for peak errors of 5%
and 10X are shown in the figure. Over the range of frequencies consid-
ered, the allowable amplitude varies from a large fraction to a few

percent of the mean velocity.

Experiments with unsteady flow have been conducted in the present
facility for a high amplitude of 33 X and a low amplitude of 5%. Fre~
quencies up to 2 Hz were covered for simple velocity measurements.
According to Fig. 3.3, shear stress can be measured accurately for
frequencies up to 0.2 Hz for high amplitude and up to 2 Hz for low
amplitude.

3.6 The Behavior of the Transfer Function

Nominal value of the transfer function (i.e, S/)) for the current
system is 25.85, implying that signal frequency in Hz would be 25.85
times the velocity gradient 1in s_l. For a typical velocity gradient
of 1000 s_l. the signal frequency would be 25.85 kHz, which is an

acceptable value for common LDV signal processing hardware.

In Chapter 2, four parameters influencing invariance of the trans-
fer function were 1identified. Two of these parameters (“nl and wv)
are fluid-related and have been discussed in detail in the previous
chapter. The optics~related parameters (S8 and x) can now be spec-
ified quatitatively. 8 (i.e, S/2y) varies from 0.033 to 0.1 in
the measuring volume. We may examine the case of S = 0.05 and 0.1,
which correspond to the center and the lower bound of the measuring
volume respectively. The extreme value of =x as given by Eqn. (3.12)
for these two cases would be 0.37 and 0.32 1in the afore—mentioned
order. The corresponding number of cycles, No are 17 and 19. Since
the cycles near the edges of the burst are weak and probably misrepre-
sented as a result of a relatively high noise, it 1is appropriate to
choose a smaller number of cycles from the middle of the burst for
signal detection. If eight cycles are used for registering the signal,
the corresponding x would vary from -0.15 to +0.15. 1In the absence
of fluid-related sources of uncertainty, the maximum deviation in the
transfer function as found from Eqn. (2.12) 1s 3.4% at the center of the

measuring volume and 3.7% at the lower bound in y_, .. The curve for §
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= 0.1 1in Fig. 2.2, over the range of x = -0,15 to +0.15, represents

the behavior of transfer function at y = Ymin® Appendix C deals with
evaluation of a correction factor for the transfer function which takes
into account the above mentioned variations. Uncertainty in measurement

after applying this factor has also been estimated.

3.7 Length of Slits

Longer slits are favorable for ensuring cylindrical shape of light
waves and obtaining a large signal rate by creating a large measuring
volume. However, there is a limit to the length of the slits, imposed
by three dimensionality of the structure of turbulent boundary layer.
Spanwise streaks are known to be present in turbulent boundary layer.
Kline et al. (1967) have reported a spacing of 100 v/ut between the
streaks for a flat plate turbulent boundary layer. A recent work by
Blackwelder and Eckelmann (1979) also suggests the existence of spanwise
structures of spacing 100 v/uT in a turbulent boundary layer; the
space between two streaks being occupled by a pair of counter-rotating
vortices. We propose that the slit length be kept smaller than 20
v/uT, in order to resolve the streaks, This leads to the following

expression for length of the slits:

bt < 20 ’3_ (3.33)
v Cf

The current setup uses a s8lit length of 400 um, which corresponds to
zt = 13 for the proposed values of E} v, and Cf. The slit length
for the present system is significantly smaller than the length of the
laser sheet (~ 1.4 mm) to be focused on it. Hence, the entire length
of the slit 1is fully {illuminated. Some distortion of the diffracted

wave occurs near the ends of the finite slits. However, this does not

have a significant influence on the measurement, as shown in Chapter 4.
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3.8 Fabrication of Slits

The physical dimensions of the slits and the measuring volume are
shown in Fig. 3.4. The slits are too narrow to be produced conveniently
with a photographic method. Electron—beam technology has been used to
etch the slits on a chromium coating of 0.l micron on optically flat
glass. The chromium coating is deposited with 0.l micron thick layer of
quartz (Si0) to protect the slits. The glass plate in the present
arrangement is cut into a circular disc of diameter 19 mm. The glass
disc 1s cemented to a lucite plug which fits into a port in the wall
such that the etched surface faces the fluid and is flush with the wall
within % 13 microns. This arrangement is shown in Fig. 3.5. The plug
provides for mounting a focusing lens close to the glass disc, the

datails of which are discussed in Chapter 5.
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Table 3.1

Summary of Slit Design

Available Data

Mean Free-Stream Velocity, U
Maximum Friction Coefficient, Cf
Amplitude of Imposed Unsteadiness:
High Amplitude, a,
Low Amplitude, a
Kinematic Viscosity ?water), v
Wavelength of Laser in Fluid, A

Auxiliary Data

Number of Cycles in a Doppler Burst, N

Ratio of Minimum Fringe Spacing to
Particle Diameter, k

Ratio of Peak Negative Turbulent
Velocity to Mean Velocity, k

Extent of Measuring Volume in 1y, Ay

Acceptable Peak Error in Unsteady Measurement

[»)

Design Specifications

Slit Spacing, S
S1lit Width, a
S1it Length, ¢
Location of Measuring Volume Center in y
Allowable Frequency of Imposed Unsteadiness:
High Amplitude
Low Amplitude

42
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0.73 m/s
0.004

0.3
0.0
1.1 x 1076 w2/s

0.3868 aicron
(0.5145 um in air)

3
5

~ 10
1.0

0.5
100 microns
5-10%

10 microns
1 micron
400 microns
100 microns

we

4

»
LIPS P

i
’

O

BRI
B ars

[ I

(N

{

re'e

7

P

.

‘WP

KRARTE IR

N 2 S PP

P R AR

RN A
ORI AT A T 54 I R S L S RN AT SR s




Table 3.2

Downmixer Setting for

N> N,

Frequency at the
Downstream Slit

Type of
Shift

Flow
Reversal

Downmixer Setting

H

H

H

igh

igh

igh

Pogitive

Positive

Negative

Negative

Pogitive

Positive

No

Yes

N.A.

N.A.

Yes

Afdown >0

Afgoum > = 2B8yq
Afup > 2Bgpax

Af 4own > 2Bgpay
Afup >0
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Interference

Fig. 3.1.
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Streamwise extent of the measuring volume.
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Chapter 4

SIGNAL SIMULATION

4,1 Overview of the Analysis

This chapter presents a detailed mathematical model of the laser
light diffracted from the slits. This model extends the cylindrical wave
formulation discussed in the previous chapters. The present model pro-
vides estimates of all the important properties of diffracted light prior
to scattering by the particles. A knowledge of these properties 1is essen-
tial for computing the intensity and other significant characteristics of
the scattered light using Mie scattering theory. Such mathematical repre-
sentation enables us to simulate the signal at the output of the photomul-
tiplier tube. Signal simulation is accomplished through the following

steps:
i. Specification of particle location as a function of time;

ii. Calculation of the properties of diffracted light at the particle

location;

i1it. Computation of scattered light properties at the receiving aper-
ture using local properties of diffracted light as those of plane

waves Incident on the particle in a Mie formulation;

iv. Evaluation of signal current and noise current generated by the

photomultiplier tube.

Signal simulation has been found useful in optimizing the location of
the receilving optics and selecting appropriate seed particles. Signal-to-

noise ratio has been used as the criterion for such judgments.

Displacement of fringes (a phenomenon introduced in Section A.8.2 of
Appendix A) due to finite particle diameter has also been estimated.

Digplacements up to 1% are noticed in the current simulations.

The diffracted waves are found to be two-dimensional and cylindrical
over most of the slit length. Three-dimensional effects near the edges

are weak and confined to very small regions; hence the probability of

signal distortion due to this effect is very low.
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4.2 Diffracted Field of a Finite Slit

In Section A.7.5 of Appendix A, a set of integral equations has been
proposed for evaluating the diffracted field generated by an aperture of
arbitrary shape. These equations may be applied to a finite slit by
specifying the appropriate 1limits of integration. An expression for field
distribution in the plane of the slits 1s also needed for a numerical

evaluation.

4.2.1 Limits of Integration and the Incident Field

a -~

As shown 1in Fig. 4.1, the limits of integration are -a to +a for
; and -E to +2 for ;. The coordinates have been normalized by
multiplying distance with the wave number in order to be compatible with
the convention of Section A.7.5. 1In the normalized coordinates, ; is

~

the half-width and ¢ 1s the half-length of the slit.

The illuminating laser sheet has an elliptic cross-section and ex-
hibits the strongest field in the center. The field follows a Gaussian
profile and diminishes to 1/e times the center value on an ellipse with
axes ﬁ and i; intensity of light drops to 1/e2 of the peak value on
this ellipse. The field strength as a ratio of the center-value 1is given

by the following expression:

- 6]

- ~

In the normalized coordinates, W and L represent half-width and half-

length of the laser sheet, respectively.

4.2.2 Simplifications for a Long Slit

The equation of the diffracted field for a finite slit illuminated by

a Gaussian laser sheet can now be expressed as follows:

-

~ a . [}

y 2 “\2 exp( /y +(x —x) +(z ~z) )
0 X z
e = ErTy exp - 7> ] exp | - 7) = = 3 dzdx

-a W -1 L o * (x -x) +(z z) (4.1)

In the above equation, the diffracted field has been normalized by the

field strength at the slit-center.
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Direct computation of integrals in Eqn. (4.1) is very time-consuming.
It is worthwhile to seek an approximate expression for the inner integral
using the method of stationary phase (see Nayfeh (1973) for a detailed
discussion of this topic). In order to accomplish such a simplification,

the inner integral may be written in the following form.

~ 2 -~ ~ -~ 2
z z r r
0 [} o] o] 2
exp| - | = q, exp )= 2l =N—)q +| =] 4q
L j[ L L L
- 2
ro 1 + ¢q
1
- 2
X ex 1ro 1 + q° |dq (4.2)
where
275 - i-z, b=z,
q - - ’ ql = ~ 1] q2 = )
r
o o o
and
° ~2 cot2
ro - yo + (xo-x) .

The phase function, ;o"/l + q2 goes through large changes with
variations in q, causing rapid oscillations in the integrand. Over most
of the range of integration, such oscillations result in approximately
equal contributions to the integral from the positive and the negative
parts of the integrand. The non-zero contribution to the integral comes
from the vicinity of q = 0, where the derivative of the phase function
with respect to q 18 zero and hence it varies slowly. Since the non-
zero contribution to the integral corresponds to small values of q, it
is appropriate to expand the amplitude and the phase functions 1nto
respective Taylor series in q and retain only the first few terms.
Keeping the first power of q In amplitude and the second power in phase,

expression (4.2) transforms to the following form:
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This expression can be written in terms of complex Fresnel integrals as .j
' A
follows:
~ 2 g -
’,_ zo - e v
x - = 1 - - - :
exp[ (f. ) ]GXP( l'o) !'-zo l+zo 5
—— 4 A
~372 Al T— " = NN
o nr r o .
o o )
3 , 3
2z r (2-2) (g42) ' g
+1 =2/ 2lexp |1 —2]- exp | 1 — 2 (4.3) e
L2 ¥ 2r 2r ‘ 2
| . [} o b
»
. [
where the Fresnel integral F(z) 1is defined as below. -
A
z ;
'
F(z) = exp(i % Lz) dt N -
) L ]
'~
Elementary properties of Fresnel iIntegrals relevant to the present ap- o :’
»
a0 e

plication are available in a handbook by Abramowitz and Stegun (1970). The

Fresnel integrals may be computed efficiently using appropriate series

oy
”

»
Ay Y vy
s

expansions. Hershey (1962) has proposed one such algorithm.

[N

4.2.3 Simplification for Slow Variation in Illuminating Intensity

The last two terms in the parentheses in (4.3) represent the effect

-y
of variation in intensity of the illuminating laser sheet along the slit ’ ::
length. These terms would not be significant unless L {s small. For ) ..
.o
the present case an estimate of these terms can be made using the fol- _; i
lowing data. wo
z = 200 microns , L = 1400 microns , - -
r, = 100 microns , A = 0.3868 micron . ';‘

o

1.
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The numerical value of the factor preceding the terms under consideration

is given below.

2z r
o o _ 103
£2 "

Hence, in general, these terms would be three orders of magnitude smaller

than the Fresnel integrals and may be ignored without causing a serious

»
= error. Thus the inner integral may be replaced by
“
[4
'\ -~ 2 A A A A
a0 Zo N -z L+z
/nexp|-| — exp(iro) F +F
.“: L -~ ~
A "o "o (4.4)
;372
. o
‘-.'.': According to the above expression, variation in the illuminating intensity
along the slit-length would not affect the phase of the diffracted field.
{J'. In other words, the shape of the wavefronts is not likely to change unless
Cd
» the 1lluminating intensity undergoes sharp changes. However, intensity
. distribution along the diffracted wavefronts would follow the pattern of
' the 1lluminating fleld as represented by the factor exp [-(ZQ/L)ZJ in
] . (4.4).
f s
) o

4.2.4 The Simplified Equation

<

A comparigson of (4.2) and (4.4) has been made in Figs. 4.2 and 4.3.
The approximate solution contains all the essential features of the exact

one. However, it reduces the computing time enormously.

L ) .
LA

Replacing the fnner integral in (4.1) by expression (4.4),

o |

':‘ . z, 2 ; 2 ‘ -z L+z

Y, exp | = . exp |- 7) F + exp(1ir )

o a ._A- -~
u L W l J
’ Tr ./wr
I [ -
- = a3/2 dx

2 /n 1 . r.

w -a (4.5)
'ﬂ Since the range of integration for x {8 very small, the concept of sta-

tionary phase cannot be used to any advantage for evaluating the remaining

BY

integral in (4.5).

W
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4.2.5 Distinct Zones in the Diffracted Field ,
The Presnel integral approaches a constant value (1+1)/2 for large i
arguments. In the case of Fresnel integrals in Egqn. (4.5), the argument !
would be large enough for the asymptotic approximation to be accurate, ex- M
cept in small regions near the edges, i.e., zo % £t . These regions may ;‘;
be referred to as "edge boundary layers”. This concept may be further ,}'
illustrated by evaluating thickness of the boundary layer for 5% variation
in F from the asymptotic value. According to this definition, the R
boundary layer would correspond to a range of arguments from -13 to -
+l3; ioec, ;‘_d
~ ~ ~ -~ ;
2 - z, L+ z,
— =t 13 , and —_— =t 13 . ~y
= JT :.
LU L
For the present system, these regions are drawn to scale in Fig. 4.4. A .Y
v,
substantial part of the measuring volume over the slits, lies outside the -
edge boundary layers. The diffracted field over this part may be simpli- ,
=
fied as follows. :’\ ‘
~ ; - 2 ~ :
y exp}- (.—o exp(~1 1) ©  exp -(é) exp(ir ) i
o 4 a o
L W - -
(4.6) .
¢ " = =372 dx
2x - r )
-a o A
-
Notice that the phase of (4.6) is independent of z - Hence the »
shape of the wavefronts does not change with z 3 i.e., the wavefronts :_\‘ »
are two-dimensional in the region governed by the above equation. It is :
~ e
shown later that the wavefronts remain fairly two-dimensional even within ::
the edge boundary layers, except in the close vicinity of the edges.
However, amplitude of the field shows significant fluctuations throughout " :
the edge boundary layers. Co
Purther evaluation is done for two cases; namely the global solution g .
given by Eqn. (4.6) and the edge boundary layer near z, = t, which is
governed by Eqn. (4.5) with ‘e,
L+ 5 N ..
F .
~ .¢ L)
\/"'0 H )
replaced by the asymptotic value. - N
T
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4.3 Characteristics of the Diffracted Light in the Edge Boundary Layers

Following the procedure outlined in Section A.7.5, the direction of
propagation and that of polarization of the diffracted field may be de-
duced from an expression for the complex field. This information, along
with the local intensity of the field, completes the data set needed for
simulation of the 1light incident on the scattering particles. It also
provides an understanding of the geometrical shape of the wavefronts and

its effect on the signal.

4.3.1 The Direction of Propagation

A general equation for the wavefronts is needed for determining the
direction of propagation of light. For the present case of a finite slit,
the equation of a wavefront near the edge (zo = !,) as deduced from Eqn.

(4.5), 18 given below.

; 2 ] !,-zo - 1 E-;o a
a exp _(:) 2 +F = os(ro—B) 12 +F y in(ro-B)
LER LSS -
/ =373 dx = 0
R r
(4.7)

As in Eqn. (A.59), the direction of propagation may be specified by
the cross product of two vectors tangential to the wavefront. Functions
Al’ AZ’ and A3 needed for specifying these vectors mayAbe deduced from
Eqn. (4.7) by differentiation with respect to X, and z . These func-

o
tions are as follows.

a
Al = yo/‘\ A dx (4.8)
-a
a
A, = - /“ A(xo - x) dx (4.9)
-a

1 / v 0 °
— r dx (4.10)
3 /v . r2
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(4.11)

The ratio of A3 to Al determines the slope of a wavefront in a
plane parallel to the Yo = % plane. The wavefronts are truly two-
dimensional 1if Aq is consistently zero. However, function A3 would
vanish only if the phase of its integrand would undergo a large number of
cycles over the range of integration. 1In the present system, for r, =
100 microns, at least 1 cm long slit is needed to obtain 10 cycles over
the range of integration. Siunce the actual slits are much shorter, the
wavefronts are expected to be slightly corrugated along the entire length

of the glits. An estimate of such corrugations is given later.

4.3.2 The Polarization Axis

A vector along the polarization axis of the diffracted field may be
determined using Eqn. (A.60) of Appendix A. The local propagation vector
as well as the polarization in the slit-plane is needed for this purpose.
It may be recalled that Eqn. (A.60) is valid only under the dipole
approximation. 1In order to test the validity of this approximation for
the present system, Eqn. (A.44) has been used. This equation yields the
tilt of a dipole which could replace two electric dipoles located 1n the
diffracting aperture. If this tilt is generally small, then the dipole
approximation may be used. Figure 4.5 shows variation in the tilt of an
equivalent dipole which replaces a reference dipole held in one corner of
a slit and a test dipole moved along the opposite long side of the slit.
The tilt has been calculated for reconstructing the diffracted field at a
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point 50 microns above the reference dipole. Maximum tilt for the point
under consideration 1is only 22X of the other significant angle, namely the
angle between the propagation vectors of the two diffracted waves. Sim-
ilar results are obtained for other locations in the diffracted field
suggesting validity of the dipole approximation for the present system of
finite slits.

4.3.3 Wavefront Corrugations

Figures 4.6(a) and (b) represent the computed diffracted field near
the edge which has been calculated along a line defined by x, = 0 and
Yo "= 100 microns (see Fig. 4.1 for a description of the coordinates). The
slope of the wavefront {is plotted in Fig. 4.6(a). Positive slope at a
location indicates that the wavefronts are curving up, whereas the nega-
tive slope is indicative of a downward curvature. Beyond the edge of the
slit, the curvature is consistently downward. Wavefronts are fairly two-
dimensional above the s8lit exhibiting slight corrugations with a slope
upto t 0.5 degrees. According to the earlier discussion, such corruga-
tions are expected to be present not only in the edge boundary layers but
also in the central portion of the diffracted field. These corrugations
would impair the signal by measuring a fraction of the spanwise velocity
in addition to the streamwise gradlent. However, error in the signal due

to this effect would be less than 1% of the instantaneous spanwise veloc-

fty.

4.3,4 Near-edge Signal Distortion

Figure 4.6(b) shows variations of intensity near the edge. The inten-
sity has been evaluated from expression (A.48) and normalized with the
maximum value in the slit plane. Near the slit-edge, intensity experi-
ences fluctuations as large as 30% of the mean value. It drops sharply
beyond the edge. Within 2 microns from the edge, the intensity diminishes
to one-tenth of its mean value over the slit. This point may be consid-
ered as the cut-off for the measuring volume. The slope of the wavefront
{s about -1.5° at this location, contributing less than 3% of the span-
wise velocity to the measurement. According to the experimental works of

Klebanoff (1954) and Laufer (1953), the spanwise velocity in the viscous
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sublayer 1is generally less than one-tenth of the streamwise velocity.
Therefore, error due to the edge effect would be only a fraction of a per-
cent. Similar results are obtained from other locations in the measuring
volume. Hence no significant signal distortion is expected due to the

finite slit length.

4.4 General Properties of Diffracted Light

Properties of the diffracted light near a slit-edge have been exam-
ined in the previous section. Wavefronts are found to be corrugated over
the entire diffracted field; nevertheless, the corrugations are small and
may be neglected in the central portion of the slit. Some general charac-
teristics of diffracted light may be studied conveniently by developing a
simple two-dimensional model based on Eqn. (4.6). The simplified equation

of a wavefront is given below.

/; exp [— (é)z ][cos(;o-B) - sin(;o-B)]

dx = 0 (4.12)

;3/2
a o

-

The direction of propagation would be normal to a tangential vector
parallel to the X5Y0 plane. Equation (A.56) simplifies as follows:
8 = - A i+ Ac i (4.13)
2 1
In the above equation, functions A and A2 of Appendix A have been
replaced by Acl and ACZ, respectively. These functions may be ob-
tained by differentiating (4.12) with respect to X, The resulting

expressions are as follows:

Acl - yo/, Aodx (4.14)
-a
and
a
Acz = -[. Ac(xo-x) dx (1‘015)
-a
where
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~ 2 “ a -
A, = T, exp | - (%) - [% cos(r -B) + r, sin(ro-B)]

L2

(4.16)

+ I:-g— sin(;o-s) - ;o coa(;o—e)];

Equation (4.13) must be multiplied by the sign of Acl to ensure that

[
B

&>
8 points outward.

Using dipole approximation, the polarization axis would be parallel

- |

to the z_ axis at all the locations in the region under consideration.

o
he Figure 4.7(a) represents slope of 5 from the y =-axis plotted
against xo/yo. For a pure cylindrical wave, the slope would be same as

s/
v:': Xo/¥,+ According to the present computations for |x°/yo| £ 0.2, the

slope lies within 0.12 of the cylindrical wave approximation. Hence, the
cylindrical wave model for design of the slits is validated.

| 24

Figure 4.7(b) shows a decrease in 1intensity with X,+ However, it

appears large enough between xo/yo = -0.2 and +0.2 to produce a rea-

sonable signal. This 1ssue is further explored through signal simulation.

i It may be noticed that the estimate of spreading angle a (Eqn. (3.10))
based on Fresnel approximation agrees well with the present calculation.
o
il 4.5 The Scattered Light Model
' In the previous sections of this chapter, criteria have been set for
N evaluating the 1intensity, divection of propagation and the polarization
- axis of light diffracted from each slit. These three quatities are essen-
t: tial and adequate for calculation of light scattered by a solid particle.
A set of equations (based on Mie scattering theory) has been proposed in
i.i Section A.8 of Appendix A for computing the properties of scattered light
using this 1information. In this sectfion, expressions for evaluating in-
Fz tensity and phase of the scattered waves have been developed. The inten-
& sity is integrated over the aperture of the receiving lens Lo obtain the
» time-dependent power reaching the photomultiplier tube. This quantity
:‘ consists of a low-frequency pedestal and a high-frequency oscillating com-

ponent. The r.m.s. shot noise is primarily determined by the pedestal.

L
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Local signal properties are defined in a manner that in the absence
of variation over a given aperture size, the local properties would be
same as the integrated properties. Local properties are useful in ex~

ploring a wide range of receiver location for an optimal signal.

4.5.1 Local Properties of Scattered Field

Scattered fields from the two cylindrical waves may be added as

follows.
t t e-ikr
= )
£ (8,4,t) E, &, expl2nt| flav)+ B & exp|2mt £5dt =
11 2 2
o o
(4.17)
In the above equation, Ey and Ey are the strengths of the two

incident fields and fi and fi are the respective Doppler-shifted
frequencies. The use of Doppler-shifted frequencies takes a full account

of the particle motion.

The scattering coefficients Es and Es correspond to the two
incident waves. It may be recalled téat the sc%ttering coefficients are
functions of © and ¢, which define direction of observation relative
to propagation and polarization axes of the incident light.

The intensity of the scattered light may be expressed as the scalar

> %*
product of E8 with 1its complex conjugate Es .

t

* -2 =2 ‘ T (e anl l

ﬁs Es k “r L P+ 1, P, + ./I1 I (DS+DC) cos | Y(t) + 2:/ £, dt ‘
o

| 1t 12 1t
(4.18)
Amplitudes of the scattering coefficients are denoted by Pl and P, in
the above equation. For lth wave this quantity may be deduced from the
following expression.
2 2
P, = & & - |a sin’e, + |B cos’s (4.19)
L 8, 8y 8y L 8y L

This expression follows from Eqn. (A.68) with A, and B, replaced by
A’l and le. The quantities fenoted by D, and D; are the real and
the imaginary components of 2(5s . Es ), respectively.

1 2
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*
D, = 2Real(5sl-§sz] - 2 [?lcos(wl-wz) + chos(wl-xz) + K3cos(xl~w2)

+ KA cos(xl-xz)] (4.20)
*
D, = - 21mag(581-582) - -2 [?lsin(wl-wz) + Kysin(¥,=x,)
+ K3sin(xl-¢2) + Kasin(xl—xzi] (4.21)
*
The phase of Es . Es 18 obtained from the following equation:

1 2 ¢ 0
¥(t) = ¥(o) + 211/ fmdt. = t.an_l<38-) (4.22)

c

o

x and ¢ are phases of A, and B respectively. Coefficients

) 8?
Ky through K& are defined as below.

where

T YN

‘.‘

-

v.'

I ) ]
(2.4).

RAT |

KS%

(RPN

an explicit expression for this frequency shift is not sought.

¥ .

shift (see Sec.
regspect to time.

01, 62, °1' and

dent waves. Hence

| le cos ¢l
) le cos ¢1
| 882 sin ¢1
| Asz sin 01

would normally be noan-zero.

locations using Eqn. (4.22).

X '." _(.;J':.J‘ SO LK

6l

b4 L]
cos ¢2 ee e6

sin ¢2 e

&>
cos ¢2 e, e

o+

sin ¢2 ¢l~e02

[ ..-:\-l'~{ ., d‘\-f (\f._d“ \\d' S .. o \\.- SN \d‘\..\- CTAAT A

(4.23)

(4.24)

(4.25)

(4.26)

is the heterodyne frequency of Doppler shift as defined by
An explicit expréssion for the frequency of anisotropic scattering
A.8.2) may be obtained by differentiating (4.22) with

Such an expression would involve time derivatives of
These angles would evidently vary during a burst
because of displacement of the particle and cylindrical shape of the inci-
In the present study,
Instead,

has been estimated from computation of the phase angle at various

- \r__.‘\-.\u A NN

l
1
1
1
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4.5.2 Integrated Signal Properties

Equation (4.18) may be integrated over the area of the receiving

aperture to obtain the power influx to the photomultiplier tube.

t
20 - = -
P, K 111 P+ 1, P, + /T 1 |D cos Zw/ £ dt
1 2 1 72 o

(4.27)

t
+ D_sin 2:/ fdt]l
8 d ‘
o
The intensities of the two incident waves are denoted by Iil and 112.
These may be obtained by a calculation of the diffracted field produced by
the slits. The averaged quantities in (4.27) are defined below.

T o= fpcm (4.28)
1 1

2
P, - fnvzdn (4.29)
P - ]an (4.30)
C

Q
b, - QDSdQ (4.31)

Integration is performed over the solid angle Q subtended by the aper-
ture on the particle. The first two terms in (4.27) represent the ped-
estal of the signal at the photomultiplier input which is used to evaluate
the shot noise. Following Adrian and Earley (1976), the signal current

and the mean-square nofse current may be expressed as follows.

n e - t _ t
4 = 3 _/T. T |D cosf2n £ dt) + D sin 21![ £ d (4.32)
8 2 B § c d 8 d
hv k 1 72 o o
[o]
2
2 le Afsn _ -
1¢ = ———2—1[11 P+ L, PZ] (4.33)
n hv k 1 2
[o]
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The signal-to-noise ratio may be defined as the ratio of mean-square

signal current to mean-gsquare noise current.

1, 1, (D% + 7%)
n 1l 12 8

SNR = 1 5 — — (4.34)
4hv_8f k Iilpl + 11292

Signal visibility 18 defined as the ratio of signal amplitude to pedes-

tal. It may be deduced from above relations as follows.

=2 =2
\/Ii 1, (b, + D))

I "2
I, P, +1, P
1,1 1,2

(4.35)
The average phase angle for computation of anisotropic scattering shift
may be deduced from (4.26).

-— _1_. —
Y = tan (DS/DC) (4.36)

4.5.3 Local Signal Properties

Local signal properties are obtained by evaluating scattering coef-
ficients at a particular location and assuming them to be fixed over a
solid angle same as that of the aperture under consideration. This pro-

cedure leads to the following expressions for the local properties.

Signal-to-noise ratio:

2 . 2
X IilIiZ(Dc + D)
SNR = (4.37)
sy af k2| L4 B P
o s 1 2
Visibility:
7 2
JI‘11‘2(D° + Ds)
v - T, (4.38)
1 2
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~
[}
Phase of anisotropic scattering shift: ..
3
¥ = tan (D_/D) (4.39) y
-
=
Maps of these properties over a wide range of possible locations of the ’
receiving optics are presented later. These maps are used for selecting a .
good location for the receiving lens. -
=
4.6 Computation of the Scattered Light o
A
Computation of the scattering functions begins with specification “ :.
of a unit vector ; along the direction of observation. The propaga- :’_: y
tion and polarization vectors (g and E, respectively) for each .,
incident wave are also specified in the same coordinate system as r. ’ :
The conventional boundary-layer coordinates illustrated in Fig. 4.8 are N
used for this purpose. According to the procedure of Secs. 4.3 and 4.4, i A
vectors 8 and 5 for 1light from each slit are specified in the )
regpective diffracted field coordinates (xo, Yor zo). Since these A
coordinates are aligned with the boundary-layer coordinates, s and 5 -~
do not require further transformation. Knowing ;, ;, and ;;, one can e :
evaluate the properties of each scattered wave from a set of equations !
given in Sec. A.8.1. Subsequently, using the correlations of the pre- . E
vious section, the scattering properties are further simplified to ob- 3 ;
taln the characteristics of the dual wave systen.
For evaluation of the integrated properties, the description of the . :
circular aperture is simplified by defining the aperture coordinate sys-—
tem. The vector r 1is first defined in the aperture coordinates and 2 ’
then transformed to the boundary layer coordinates for evaluation of the "o
scattering functions. -;
4.6.1 Computation of the Integrated Properties T
&l
As shown in Fig. 4.8, a system of spherical polar coordinates is
defined 1in the boundary layer. The center of a circular receiving .
aperture 1is sgpecified in terms of the altitude angle, 8. and the =2
azimuth angle, L The azimuth angle {s positive for the upstream -~
locations. !




~3

YAX,
waN

2,

»
\i

>R

San

AR |

s

In order to define the aperture coordinate system, the boundary
layer coordinates are firsL rotated through an angle ¢, about the
z-axis and then through 6, about the x-axis. These rotations require
that each vector in the boundary layer coordinates be multiplied by the

matrices
cos ¢c gin ¢c 0 1 0 0
- sin ¢ cos ¢ 0 and 0 cos 8 -gin 0
c c c c
0 0 1 0 sin ec cos OC (4.40)

In the new coordinate system, z-axis points towards the center of the
circular aperture, as shown in Fig. 4.9. The half receiving cone angle

of the aperture is denoted by «a A unit sphere around the origin is

a.
used to evaluate the differential solid angle dQ.

dQ = sin ead68d¢a (4.41)

In the aperture coordinates, the orientation of the solid angle

element is given by the following vector:

> > > +
r = - sing sind 1 + cosp sin® j + cos® k (4.42)
a a a a a a

In order to evaluate the scattering functions along this vector, it must
be transformed to the boundary layer coordinates. This is accomplished
by applying, in the reverse order, the inverse of the rotations ex-

pressed by (4.40); i.e.,

cos ¢c -8in ¢c cos Oc -sin QC sin ec
4,
sin ¢c cos ¢c cos ec cos ¢c sin ec (4.43)
0 -gin 6 cos 6
c c

Now, Eq. (4.41) may be used to simplify Eq. (4.2R) as folliows:

a 2n

_ a

P = sin 8 P .dé do (4.44)

1 a 1" "a a
8 =0 8 =o
a a
In this form, each pair of angles (ea,¢a) corresponds to a unit vector

R 4
T, which 18 transformed to the boundary layer coordinates and used to
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evaluate the corresponding value of Py. Intergration is performed
numerically using Simpson quadrature. The grid increment is chosen to
be 1/20th of the nominal lobe angle (A/dp).

Finally, it may be mentioned that the distance of the particle from
the origin of the coordinates has been ignored in the present formula-
tion. It 1is justifiable because this distance is extremely small as
compared to the distance between the particle and the receiving aper-

ture.

4.6.2 Computation of the Local Properties

The local properties are calculated over an approximately rectangu-
lar region on a spherical surface surrounding the scattering particle.
As {llustrated in Fig. 4.10, streamwise and normal angles are used to
specify points on the computational zone which covers the prospective
recelving orientations in the side-scatter. For a pair of streamwise
and normal angles (Ys and Yy,, respectively), the unit vector r 1is
defined along the line of intersection of the two planes shown in Fig.
4.10. Plane 1 passes through the x-axis and makes an angle Yn with
the xz-plane, whereas plane 2 passes through the y-axis and makes an
angle Yg with the yz plane. These planes may be defined by the
following set of equations:

z - z d X - z
sin vy cos Y an sin v cos Y
n n 8 8

Hence, the line of intersection is represented by

x - y . z
cos vy 8iny cos vy siny cCos8S Y co8 Y
n 8 8 n n 8

Consequently, the observation vector is expressed as follows:

» L d +
o i + si + cos 8 k
cos Yn sin Ys i cos ys n yn 3 Yn cos Y

r - S (4.44)

2 2
#l sin Yn sin Ys

Knowing the observation vector ia the boundary layer coordinates, the

scattering functions are evaluated as explained earlier.
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For evaluation of the local properties, Eqn. 4.37 requires the

value of solid angle of the receiving aperture which is related to the

A Sz

half receiving cone angle by the following equation.

"
R @ = 2a(l - cos @) (4.45)
:f- 4,7 Simulation of Local Properties
)
As mentioned in the previous section, local signal properties have
.,-
= been studied by performing computation over a patch of a sphere sur-
- rounding the scattering particle. The results of computation are
r{ presented in Figs. 4.11 and 4.12. The input parameters for simulation
A

are specified in Table 4.1. Calculations are done for three choices of

particle diameters, i.e., 1, 2, and 5 microns. Typical optical proper-

{14

ties of dust particles are obtained from the experimental data presented
by Driscoll and Vaughan (1978). The refractive index and extinction
coefficient for dust are specified as 1.53 and 0.008, respectively. The

v S
A

response of a 5 micron polysterene latex particle has also been studied

which is known to have a refracive index of 1.6 and a negligible extinc-

|

tion coefficient. Signal properties are computed for a particle loca-

Eg tion specified by X, = 20, Yo ™ 100, and z, = 0. This location
* corresponds to small and unequal intensities of the incident waves and
hence yields conservative estimates for the signal properties.
K High signal visibility 1is observed for 1 micron and 2 micron par-
" ticles, Significant deterioration in visibility occurs for S5 micron
t; particles. Higher refractive index seems to result in poorer perfor-
< mance in pure side-scatter. However, visibility for a particle with
;: higher refractive index {mproves at larger normal angles. Polystyrene
_ latex particle appears to have higher visib{lity near a normal angle of
N 30°. Since the present system ls designed to operate in the vicinity of
- side-scatter, there 18 no advantage {in using a particularly high refrac-
:E tive index.

Degpite a high visibility, smaller particles do not scatter enough

light to exhibit a high si{gnal-to-noise ratio. Among the cases studied,

A

only 2 and 5 micron particles appear to have large enough SNR to produce

accurate signals. A value of 100 for SNR {s considered reasonable for

.
‘¢




Table 4.! n
o
Input Data for Numerical Simulation of the Signal Properties !
4
General =
e N
Wavelength of laser in air 0.5145 micron b
Refractive index of the fluid 1.33 . b
Width of each slit ! micron )
Length of each slit 400 microns by "
Spacing between the slits 10 microns
Power in each laser sheet 200 mW
Quantum efficiency of the " .
photomultiplier tube 0.22 RS
Bandwidth of the electronic :
filters 100 kHz R
Dimensions of each laser sheet in the slit plane (see fig. 4.1): ) j
l/e% minor axis t.5 microns or
1/e“ major axis 1400 microns DS
Optical properties of the scattering media: i
i
Dust Polystyrene Latex ii 2
Refractive index I.53 1.50 .
Extinction coefficient 0.008 0.0 )
For Local Signal Properties: ij ;1
=
Particle location (xo, Yor zo) 20, 100, O microns R
Particle diameter 1, 2, 5 microns ii *
Grid increment 0.5° - =
Particle material Dust, Polystyrene Latex ~
‘.
Region Covered: N
Streamwise angles -15° to + 15° AR
Normal angles 0° to 30°
Half receiving-cone angle 3° - !
For Integrated Signal Properties: T ;
Location of the receiving aperture center: ,e ;
Azimuth angle 0° for main results N
15° for examining intensity lobes o
Altitude angle 20° b
r_-_ -
Half receiving-cone angle 3° for main results oo
0.2° for examining intensity lobes NI
Frequency shift 0 >
Velocity gradient 1000 s~! R
Number of cycles computed 10 o &
Particle material/diameter Dust/5S microns -
Note: See plots of simulated signals for further information about par- ‘e X
ticle location and velocity, and polarization of the incident light. ‘: R
:
.
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the current application. The effect of increase in refractive index on
SNR 18 similar to that on visibility. Signal quality for polysterene
latex particles 1is poor in the side-scatter but improves significantly

at larger normal angles.

4.8 Simulation of Integrated Properties

Signal properties have been integrated over an aperture with a 6°
cone angle. Signal current and noise current have been calculated for
near-wall signals as well as signals from the center of the measuring
volume. A complete description of the input parameters for simulation

of the integrated properties is given in Table 4.1.

An understanding of the near-wall signal is important for locating
the measuring volume properly. Figure 4.13 shows near-wall signals with
pedestal for distances of 7.5, 15 and 30 microns from the wall. At 7.5
microns, two peaks are distinet and modulation 1is strongly supressed.
At 15 microns, the peaks begin to merge but modulation becomes promi-
nent. Finally, there are no distinct peaks at 30 microns. Hence a
signal with seperate peaks may be attributed roughly to a 10 micron
thick layer near the wall, whereas one with merging peaks may be expec-
ted from a region 10 to 20 microns away from the surface. Modulation in
the later case may be used to estimate velocity gradient, whereas veloc-
ity can be deduced from time interval between the peaks. A knowledge of
both the velocity and the gradient would allow one to specify the loca-
tion of the particle and use it to properly align the receiving optics.
A typlcal measured signal from the near-wall region has also been inclu-
ded 1in Fig. 4.13. This signal has distinct peaks peculiar to a signal
from a distance of 0 to 10 microns from the wall. As opposed to the
simulated signal, the measured one shows a high level of nolse which may
be a result of multiple reflections from the chromium~coated wall. The
phenomenon of mutiple reflections 1is not included in the simulation
model. Peaks 1in the measured signal are unequal which perhaps is an

indication of slight misalignment of laser sheets over the slits.

Transfer function for simulated near-wall signals shows strong
deviations from the nominal value. According to Fig. 4.14, the portion

of the signal between two peaks appears to be the most reliable for
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deducing signal frequency and hence the velocity gradient. It may be
noticed that the transfer function is consistently lower than the nom-—
inal value. Hence an appropriate multiplication factor must be used with
the nominal value. In the central portion, this factor is approximately
0.75, 0.9 and 0.95 for distances of 7.5, 15 and 30 microns from the

wall.

Figure 4.15 shows simulated signals (without pedestal) from the
center of the measuring volume. The peak-to-peak noise represents % 3
times the value of r.m.s noise current. The noise level appears to be
tolerable over 10 cycles plotted in the figure. The signal is only
slightly expanded for a normal velocity which is one-tenth of the
streamwise velocity. The near-edge signal with a spanwise component
appears to be weak and may be ignored by proper setting of gain in the
signal processor. Nevertheless, it does not show a significant depar-
ture in 1its frequency from a normal signal. The measured signal has
approximately the same number of cycles as the simulated ones and ex-
hibits a similar variation in intensity across the burst. Transfer
functions for the simulated signals are presented in Fig. 4.16. The
anisotropic scattering shift has been taken into account in computation
of the simulated transfer function. Variation of transfer function in
Fig. 4.16 is almost identical with Pig. 2.5 which 1s based on a simple
cylindrical wave model. Hence it substantiates the use of this model
for evaluation of the transfer function. In the case of a near-edge
particle with a spanwise component, the transfer function does not vary

significantly as shown in Fig. 4.16.

4.9 The Frequency Shift and Intensity Modulation Due to Anisotropic

Scattering

As discussed in Sec. A.8.2, the scattered light may have an inten-
sity modulation in addition to the intensity variation of the illuminat-
ing light along the particle path. 1In Fig. 4.17(a), this phenomenon {s
illustrated schematically for the present system. According to this
{llustration, the receiving aperture 1is exposed to intensity lobe 1 in
the begining of the Doppler burst. As the particle moves across the

measuring volume, the intensity lobes sweep across the receiver. Near
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the end of the burst, lobe 3 is exposed to the receiver. Hence the sig-
nal exhibits a variation in the intensity which {8 a superposition of
the variation in the illuminating intensity and the modulation due to
sweeping intensity lobes. The difference between the intensity varia-
tion of 1isotropic and anisotropic scattering 1is {llustrated in Fig.
4.17(b).

Furthermore, as explained in Sec. A.8.2, the phase of the scattered
light varies from one lobe to the other. The variation of phase with
time causes a frequency shift in the signal. The phase angle for aniso-

tropic scattering shift is expressed by Eqns. (4.36) and (4.39).

The local value of anisotropic scattering shift is plotted in Fig.
4.,18. 1t has been calculated using the following relations.

Anisotropic scattering shift:

AY AY
- — - —— a.l.
21tfm At Axo 8% ( 6)
Doppler shift:
and = 2nBg (4.47)

The anisotropic scattering shift as the ratio of Doppler shift:

f y
m AY 0
f_d - (Tn).___ﬁ.o (4.48)

In Eqn. (4.48), phage angle V¥ {8 a local value at a given altitude and
azimuth angle. Calculations have shown that ¥ varies fairly linearly
with X, hence, the time-averaged value would be close to instantan-
eous values., For data in Fig. 4.18, «x, 1s varied from ~20 to +20
microns, while Yo 18 maintained at 100 microns. A range of altitude
angle has been examined for a value of zero for the azinmuth angle. For
a particle diameter of 5 microns, spikes of anisotropic scattering shift
appear at intervals of approximately 4°, with peak value reaching 2% at
20° of altitude angle. The actual shift in the signal would be the
gspatial average over the aperture area. In the laminar flow channel,
collection of scattered light takes place in a cone of 6° {ncluded
angle. Calculations suggest that the average shift {s less than 1% for

the parameters specified above.
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The intensity modulation due to anisotropic scattering 1is
significant only if the receiving aperture is smaller than the angular

S
Pafia S o o

extent of a typical intensity lobe. According to Figs. 4.1l and 4.12,

! anisotropy is strong for particles of diameter 5 um or larger. Also,

variations in the scattering properties are slow along the streamwise

S

direction which is the main direction of particle motion. However, this

is true only if the electric vector is aligned with the slits. For the
case of magnetic polarization (i.e., the magnetic vector being parallel
to the long edge of the slits), stronger variations in the scattering

L |
o - e

properties are expected along the streanwise direction.

Bevh

Simulated signals for a small receiving aperture are shown in Fig.

4.19. A circular aperture with a receiving-cone angle of 0.4° is loca-

¥

)

LJ

ted at an azimuth angle of 15°. As expected, the scattering-related
intensity modulation is stronger for the case of magnetic polarization.
Simulated signals for receiving apertures with a 6° vertex angle are

also presented in Fig. 4.19. It i{s obvious that in either case of

| N

polarization, the effects of anisotropic scattering are averaged out for ai ?
larger apertures. R
o
4.10 Summary of the Results !! S
The main results of the detailed analysis may be summarized as fol- - R
lows: - L
[}
1) Variation in the intengity of the illuminating sheet does not !’ §
affect the cylidrical shape of the wavefronts. -
11) Due to the finite length of the slits, the wavefronts are i? it
slightly corrugated all along. However, it does not have a e
significant effect on the transfer function. =
ol
11{) Near the edges, the intensity of the diffracted light dimin- - A
ishes before any significant distortion in the shape of the " r
wavefronts occurs. Hence, nonrepresentative signals are not dh v
likely to be detectable. - ?
e

iv) The relationship between the refractive index of the particle

and the signal strength is complex at the measuring location.

| A

A higher refractive index does not necessarily ensure a

stronger signal.
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v)

vi)

vil)

viii)

For the parameters listed in Table 4.1, particles of diameter
larger than 2 um produce good quality signals.

The anisotropic scattering shift is 1less than 11X in the

measuring volume.

Intensity modulation due to anisotropic scattering 1is sig-
nificant only for very small receiving apertures. For a
receiving-cone angle of 6°, the scattering-related intensity

modulation is strongly suppressed.

Near-wall signals, between 0 and 20 microns from the wall, are

very distinct and may be used to locate the measuring volume.
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(a) Dust-particle diameter: 1 um
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Fig. 4.15. Comparison of a measured signal with the simulated signals.
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(e) A measured signal without frequency shifting.

-
2

A

2

A

RS )

;« (f) A measured signal with frequency shifting.
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Fig. 4.17. 1Intensity modulation due to anisotropic scattering.
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Chapter 5

THE OPTICAL ARRANGEMENT

5.1 The Schematic Design of Focusing Optics

A schematic of the optical arrangement required for this device is
shown in Fig. 5.1. A single-wavelength laser beam (see Table 5.2 for
detailed specifications) is passed through a train of optical elements
referred to as focusing optics. The final element in the focusing op-
tics is a pair of slits which produces cylindrical waves as discussed
earlier. Other optical elements constituting the focusing optics are
described later in this chapter. The light scattered by particles in
the measuring volume 1is collected by another optical setup known as
receiving optics. The receiving optics of conventional LDV system have
been adopted in the present apparatus. The focusing optics are very

unconventional.

The laser head produces a laser beam with circular cross-section.
The intensity of light is maximum at the center and diminishes away from
it, following a Gaussian distribution. The l/e2 diameter of the beam
is typically 1-2 millimeters. The purpose of the focusing optics is to
transform such a beam into two closely-spaced thin sheets of laser light
which are focused on the slits. The sheets are 5 microns wide, 10
microns apart and have elliptic cross—sections as mentioned in Chapter
4. It is also possible to obtain a slight shift in the frequency of one

of the sheets {n order to facilitate measurement of flow reversal.

The schematic design of the focusing optics 18 1illustrated {in
Fig. 5.2. It consists of a pair of slits, a cylindrical lens and a beam
generator. The function of the slits has already been described in the
previous chapters. The cylindrical lens 1is used to squeeze the laser

beams into very thin sheets which are focused onto the two slits.
The beam generator accomplishes the following three functions:
1. Beam splitting

2. Frequency shifting

3. Beam merging
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The incoming laser beam is split into two beams with approximately )
equal power in each beam. The frequency of one of the beams could be 'i':

shifted if desired. After frequency shifting, the beams are merged and
passed through the cylindrical lens. Since the cylindrical 1lens {is

small in size, the two beams are overlapped on the lens with no apparent

spacing between them. Nevertheless, the beams are at a small adjustable

1. W

angle (fraction of a degree) which allows focusing them on two separate

slits. v
-

5.2 Cylindrical Lens 4 ‘

]
The cylindrical lens performs important functions which require a &
high degree of precision. This section deals with the theoretical basis o
Al

of these functions as well as practical aspects of selection and use of o o

the cylindrical lens.

i

5.2.1 Functions of Cylindrical Lens :

r..- .
The functions of the cylindrical lens may be explained in terms of g_

certain established optical phenomena. It is known from the optics of

I

Gaussian laser beams that a positive lens focuses laser beams to a

spot. Normally, for a given laser beam, the spot size i{s small for ¢
smaller focal length and occurs in the vicinity of geometrical focal '-;3 E
plane. In the case of a cylindrical lens, the circular beam is focused *
to a thin line whose width corresponds directly to the focal length. ]
This feature of a cylindrical lens is used to form the sheets. Figure
5.3 shows changes in the cross-section of a laser beam as it passes
through a cylindrical lens. The waist of the beam is coinclided with a
slit in the present systema. The lens {s movable normal to the slits i
with a high precision. This arrangement permits maximum power trans- l?—.: K
mission through the slits. T
Another phenomenon of interest related to a cylindrical lens {is 'f g
illustrated in Fig. 5.4. According to geometrical optics, a bundle of -
parallel rays in the plane of a thin cylindrical lens (Fig. 5.4) is DARIA
focused on a point. Also, two rays at an angle a, are focused at two - ’
points seperated by & distance S, such that .". ’
S = apf, (5.1) N
NN
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fc is the focal length of the lens. Laser beams may be modeled

!I as a bundle of rays. Hence two beams approaching a cylindrical lens at
a certain angle would be focused at different locations in the focal

where

= plane. The spacing between the two waists would be roughly proportional
o
A to the angle between the beams. Based upon Eqn. (5.1), the beam angle

is estimated to be 0.1 degree for the present system. Since the waist-
s spacing must accurately match the slit-spacing, the angle between the

beams 18 kept adjustable.

e
5; As shown in Fig. 5.4, displacement of the lens parallel to the
- focal plane by a certain amount results in movement of the focused spot
Eg by the same amount. This is strictly valid only under the approximation
of geometrical optics. With a relatively complex relationship between
V displacement of the lens and displacement of the waist, this phenomenon
occurs in the case ¢f a laser beam too. In the present device, it is
" used to locate the laser beams properly over the slits.
o2
i 5.2.2 Performance of the Cylindrical Lens
The present system incorporates a precision plano-cylindrical lens
;: (Melles Griot Model 01 LCP 000)., The nominal focal length of the lens
* is 6.35 mm. It is one of the highest quality, small-focal-length cylin-
drical lenses commercially available. In order to ascertain the size of L
N the laser waist produced by this lens, we may use the following formula
g suggested by Self (1983).
;:
Yo . L (5.2)
- Yor ([ -s /g 17+ (zp sE ) h
:$ d Rl ¢
where
N 2
W le = nuol/k . (5.3) .
" 4 This formula provides the ratio of the waist after the lens to that
5 before it expressed in terms of focal length, wavelength of laser and
distance s; of first waist from the lens. First waist occurs inside
ii the laser cavity as shown in Fig. 5.3. The path length from this waist
‘ to the lens would vary from one application to the other. We have con-
;; sidered two cases with s, = 0.5 m and 2 m. The resulting waist size
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and beam width in the vicinity of the waist are shown in Fig. 5.5. The

beam profile is known to be parabolic near the waist and follows the
following relation (Self, 1983):

v = w [+ (z/25)2)1/2 (5.4)

where z 1s the distance along the direction of propagation of the

laser beam.

Figure 5.5 is based on an original waist of 0.55 mm and a wave-
length of 0.5145 micron. Since the second waist occurs inside the glass
substrate of the slits, the wavelength in Eqn. (5.4) has been modified
accordingly. The refractive index of glass is taken as 1.5 for this
purpose. It may be pointed out that w as evaluated from Eqn. (5.2),
does not include the effect of glass substrate. However, it may be

shown that presence of the glass disc does not affect the waist size

[R5 Je s % e

significantly. According to Fig. 5.5, a smaller waist is produced if
the lens 1s located farther from the laser head. In practice, it may
not always be true. At larger distances, the beam diverges and cannot

be handled properly by a lens of small width. In the present device,

.’?":‘-%“a RN

the lens width is 6 mm; best performance is obtained from the central
portion only. Figure 5.5 also indicates that laser beam diverges faster

in the vicinity of a smaller waist making it difficult to focus it on a

b P DR NN SR
R v

slit. 1In general, the slit should be within a few microns of the waist

along z-axis in order to obtain maximum power transmission. It also

-
>

requires a submicron precision in lateral positioning, {i.e., the lens

3
. v

displacement parallel to plane of the slits should be controllable to a

fraction of a micron. In the present system, the lens is moved normal

W%

and parallel to the slit-plane using two motorized translators (Model
17009/18009 of Oriel Corporation). The translators have a rated reso-
lution of 0.02 micron. The least count in the digital readout of the
position 18 one-tenth of a micron. The lens is also rotatable about an
axis normal to the slit plane. This arrangement is shown in Fig. 5.6.
The rotational stage (Model 470-A of Newport Corporation) has a sensi-
tivity of 21 microradians which i{s less than 1 % of the width-to-length

ratio of each slit; hence, it satisfactorily aligns laser waists with

'}if‘$""‘- . h" € rer

the slits. A rotational base is used to mount the lens assemu.y to the

outer casing of the focusing optics.
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5.2.3 Experimental Evaluation of Cylindrical Lens ;g\'

" K> A ]

The performance of the cylindrical lens has been described in terms o

of a simple model based on thin lens theory. In practice, a lens of ‘
small focal length has substantial thickness. Furthermore, there may be ‘:'3:
imperfections in the curvature of the surface. Also, spherical abbera- . :'.:':.'
tion is 1likely to affect the final waist size because incident beam 4
covers a large portion of the lens width. It was found appropriate to .. :j
evaluate the lens experimentally in order to ascertain the influence of :';":.2;
above-mentioned effects on the shape and size of the waist. Two types ;:.;j::

of experiments were conducted. _
e

(1) Chopping Experiments :E:E:'

The parameters of the laser beam were deduced by chopping it with a Ei;i:
knife-edge and observing variation in laser power transmitted through o
the chopper. Versions of this method have been proposed by other re- :‘.}-::»'
searchers in the past. Arnaud et al. (1971), Skinner and Whitcher '£§:E
(1972), Suzaki and Tachibana (1975), and Firester et al. (1977) are some ;.;_:;;"

of the earlier users of this technique. The experimental setup for ——
chopping 1is shown in Fig. 5.7. The focusing lens is large enough to FEECS:;
collect almost all the 1light after diffraction from the knife edge. ::::::
Power i{s measured using a fast-response photodiode. In the present F’::"
setup, the response time of the photodiode is 10 ns. The total chopping N . g
time may easily be kept large enough to avoid the effects of photodiode :“...:‘}E
delay on the desired signal. Photodiode output as a function of time :."-::“:

may be displayed on an oscilloscope screen. Characteristics of this ".,::.‘*:
display are used to evaluate the waist-size as well as the intensity P
distribution in the plane of the waist. :?.*;._:
In the case of a Gaussian intensity distribution the power varia- :'E:E,\\;*

tion with time follows an error function. Significant deviations from a ;:m X

symmetric error function were noticed in certain experiments. This sit-

uation corresponds to a non-Gaussian distribution of intensity in the Ej.::;;::

waist. Dark and bright regions appear in the waist-plane {f the laser .‘5: :}:
beam i8 not centered properly on the lens. "’s ‘
As shown in Appendix D, for a symmetric error function the beam ::;:.'-:'a'
waist may be expressed as follows: NN
| R
; to1 NN




2w, = 2.97 v, At (5.5)

where v. 1s the speed of the chopper blade and At the time interval
between the drop in power from 75% to 252 of the total power in the

beam being chopped.

In order to measure the waist, the lens 1is moved back and forth
from the chopper and rotated about an axis normal to it until the sharp-
est drop in power is observed on the oscilloscope. Details of the chop-
ping method, including the required sensitivity of the above-mentioned

adjustments, is documented in Appendix D.

According to chopping experiments, the beam waist was found to be
5 £ 1 microns. 1In contrast to prediction based on the thin lens theory,
there is no significant decrease in the beam waist with increasing

distance from the laser head.

(2) Scanning Experiments

The size and intensity distribution of the waist were further ex-
plored by scanning the waist across a slit. As shown in Fig. 5.8, the
scanning experiment may be conducted with the assembled focusing optics.
Hence it measures the beam waist inside the glass substrate and not in
air as in the case of chopping experiments. The motion of the lens was
monitored to a precision of 0.1 micron using the motorized translators.
The power in transmitted laser light is measured using a collecting lens
and a photodiode connected to a power-meter. The result of a scanning
run for an improperly aligned beam is shown in Fig. 5.9. Two large
peaks, in the power output in Fig. 5.9(a), represent the two slits which
are 10 microns apart. The smaller peaks indicate that intensity distri-
bution is not Gaussian and consists of fringes as interpreted in Fig.
5.9(b). Evidently, a number of bright bands of varying intensity occur
in the waist-plane. This problem may be remedied by properly centering
the incoming laser beam on the lens. The result of scanning for a prop-
erly aligned beam {s shown in Fig. 5.10. The secondary peaks in the

intensity of the waist plane have bevn suppressed but not completely

eliminated.
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Assuming a Gaussian profile, the waist of the beam may be evaluated
from a measurement of the full-width of a hump at half the maximum power
(FWHM). The l/e2 size of the waist is 1.7 times FWHM. This factor
is based on a small ratio of slit-width to waist-width which is applic-

LIS

able to the present arrangenment. However, it must be modified for
larger slits or snaller waists as described in Appendix D. According to

Fig. 5.10, the beam waist is approximately 5 microns. This substanti-

L= |

5

ates the theoretical inference that the presence of glass substrate does

:'.v not affect the waist size.
-

.';- 5.3 Beam Generator

L]

."

The purpose of beam generator has been discussed earlier. Several

options were considered for achieving the stated functions of this unit.

K~

Two different designs are discussed in this section. An outline of a

potentially promising design has been given alongwith a detailed account

-.:
N of the idea being tested now.
. 5.3.1 Single-Component Design
~; All three functions of the beam generator described in Section 5.1,
-
- could be accomplished by a single component. An acousto-optic modulator
with a suitable range of variable frequency may be used to split a beam
! into a shifted and unshifted beam. A discussion of theory and modern
applications of acousto-optic phenomenon has been presented by Adler
;: (1967). It is known that close to the modulator exit, the two beams $
" would be well-merged. This arrangement 1s shown in Fig. 5.11. The »
- angle between the beams depends upon the shift-frequency in accordance
I..'
with the following relations.
;,‘-
&' Angle between the beams: @ = 7);- (5.6)
)
X c
Wavelength of sound: A = .fi (5.7)
R ]
. where, Cg is the speed of sound in the medium and fg s the fre-
- quency of sound waves. Sound frequency 1s imparted to one of the output
N beams, known as shifted beam. X
n 103
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If the cell is short, then several output beams with varying in-
tensity and frequency shift (in multiple of fs) would appear in the
output. In order to eliminate higher modes, the cell length must sat-
isfy the following relation.

2

Length of the cell: T (5.8)
am a3

>

This condition is knwon as Bragg reflection condition; hence the name
Bragg cell for the device. For a certain tilt of the cell relative to
the incoming beam, this device would divide most of the energy between
an unshifted beam and a first mode shifted beam. For a given cell mate-
rial and laser light, the length of the cell satisfying the Bragg condi-

tion is inversely proportional to square of the shift-frequency, i.e.,

1am fB 2
2 1
aml 82

We may estimate the desirable frequency shift from the following
data:

S = 10 microns, A = 0.5145 micron
fg = 6.35 mm cg = 5000 m/s (glass)
Substituting the above data in Eqns. (5.1), (5.6), and (5.7).

fs = 15,3 MHz

Since f8 is directly proportional to a,, an estimated + 10% desir-
able adjustability in L% would require fs to be adjustable by % 1.5
MHz.

Some of the technical difficulties with the manufacture of such a

Bragg cell are as follows:

(1) The proposed operating range, t 1.5 MHz, {s higher than that norm-
ally achieved with such devices. A significant drop in efficiency

occurs at off-design conditfons.

(2) Knowing that commercially available 40 MHz cells are 65 mm long,

length of the proposed cell for equivalent performance may be
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calculated from Eqn. (5.9). According to this criterion the pro-
posed cell should be 440 mm long which is obviously not feasible
in practice. Hence a compromise is to be made by permiting a part

of the input power in undesirable higher-mode beams.

(3) In order to adjust the beam angle (and hence waist-spacing) with a
high degree of precision, the shift frequency should be accurately
adjustable. This requirement may offer difficulties in designing

pertinent electronics.

According to the preliminary analysis of a single-component design
presented here, such an arrangement is permissible. However, it offers

some design challenges which need further investigation.

5.3.2 Discrete-Component Design

In the present hardware, separate components are used to accomplish
the functions of the beam generator stated in section 5.l. Commercial
LDV components (from TSI Incorporated) are employed for splitting the
laser beam into two parts and shifting the frequency of one of the beams
by 40 MHz. As shown In Fig. 5.12, the shifted and unshifted beams are
brought to a partial mirror which allows half of each beam to propagate
towards the cylindrical lens. The other halves are rejected to a beam-
dump. In contrast to the single-component design, this arrangement

allows operation without frequency shifting as well; i.e., a Bragg cell

is not necessarily needed for generating two beams at a slight angle.

All the mirrors, including the partial mirror, are made up of di-

electric coatings on glass which preserve polarization. The mirrors are

mounted in standard mirror mounts (see Table 5.3 for specifications).

These mounts allow tilting about two axes permitting independent posi-

tioning of each beam. According to the manufacturer's specifications,

the mirror mounts have a sensitivity of 2 arc-seconds, which corresponds

to a 0.5° rotation of the adjusting knob. Sensitivity is a small frac-

tion (0.5%) of the required angle between the two beams. Hence, it {is

possible to obtain the desirable angle repeatedly with manual adjust-

ments. Another parameter of interest is the displacement of the beam on

the lens resulting from a certain amount of mirror tilt. Since mirror

tilts during alignment are likely to be of the order of the angle
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between the beams, displacement corresponding to nominal beam angle
(0.1°) is considered an appropriate measure of this effect. The value
of this parameter for each mirror is listed below.

Mirror-l1: 770 microns
Mirror-2: 730 microns
Mirror-3: 550 microns
Partial Mirror: 500 microns

It may be noticed that beam displacement is particularly large for mir-
rors 1 & 2 which handle the right-hand side beam as shown in Fig. 5.12.
Hence, special care is required in locating this beam than the left—-hand
side beam whose tilt and position is controlled by Mirror 3 and the par-
tial mirror. This precaution has been taken into account in devising

the alignment procedure for the instrument presented in Chapter 6.

Each laser beam may be displaced without changing the angular
orientation by tilting the corresponding mirrors in the same sense.
This idea 1is {llustrated in Fig. 5.13(a). By tilting Mirrors ! & 2
through angles 9‘ each, a laser beam may be displaced approximately by
an amount emdm. where dm is the distance between the mirrors. Since
the distance dlII is known to be 25 mm for each pair of the mirrors, the
sensitivity and the range of displacement may be estimated using the

manufacturer's data as follows.

Sensitivity: 0.25 micron

Range: £ 1.9 mm

The sensitivity of displacement using nirror tilts appears satisfactory;
however, the range i{s found inadequate. Additional nmeans of displacing
the laser beams have been 1incorporated in the present hardware. As
shown in Fig. 5.13(b), displacement of one mirror has the same effect as
simultaneous tilting of two mirrors. The present setup allows movement
of one mirror in each pair. This arrangement i{s used for initial coarse
centering of laser beams on the cylindrical lens. Final alignment fis

accomplished using high sensitivity mechanism of mirror tilting.

106

«

|

Ny

Rt

v

%3

KON

fn |

L4

h

<

18

o 8 ° *

LA Ay

~

s s



Various concepts associated with adjustment of position and angular
orientation of laser beams have been 1llustrated with examples of ad-
justments in the plane of the incoming beams. Similar adjustments are
needed normal to this plane. Details of all the alignments are consid-

ered in the next chapter.

Finally, it may be pointed out that the present hardware would be
easily extendable to a two-point shear stress measuring system. The
pair of beams rejected to the beam-dump has the same angular spacing as
the one focused on the slits. The extra beams could be channeled to
another assembly of cylindrical 1lens and slits for the second-point

measurement.

5.4 Receiving Optics

A schematic of the receiving optics is shown in Fig. 5.14. A train
of lenses is used to produce an image of the pinhole in the probe vol-
ume. The image region is known as the measuring volume. Light scat-
tered by the particles in the measuring volume, passes through the pin-
hole and generates a signal in the photomultiplier tube. The current
output from the photomultiplier is8 a direct measure of intensity fluc-
tuation in the scattered light. This signal is amplified and transmit-
ted to a counter signal processor which provides a digital output cor-
responding to the signal frequency. In the present arrangement, this
output is tranfered directly to the memory of a laboratory computer

(MINC-11). The computer saves and further processes the data.

Significant parameters of the receiving optics for three type of
experiments are listed in Table 5.l. In order to obtain stronger sig-
nals, it is convenient to swing the receiving optics to a significant
angle (~ 20°) from the side-scatter towards the foward-scatter. As
shown in Fig. 5.15(a), 1t results in the influx of direct 1light from
the slits into the receiving optics. Though the direct light produces
additional noise, the overall signal quality improves. This arrangement
also results 1in detection of erratic signals from a very near-wall
region. The signal processor i{s setup to discard such signals. Fur-
thermore, as explained in Chap. 7, particle concentration diminishes in
the close vicinity of the wall; hence, the non-representative signals

are not expected to cause any serious errors In the measurement. The
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signal corresponding to direct light (or zero velocity) may be filtered
out in the first two cases described in Table 5.1. However, in the case
of spanwise turbulence measurement, because of flow reversals, the
direct light cannot be distinguished from valid sfignals. As fllustrated
in Figure 5.15(b), in an attempt to isolate the direct light a small re-

ceiving angle was used for the latter measurements.

The recelving assembly is mounted on a precision traverse mechanism
in order to move the measuring volume within the viscous sublayer and
locate it properly in the x and y bounds specified earlier. 1In the
present setup, a tilt platform is used for this purpose. Movement of
the measuring volume in the streamwise and normal directions 1is con-
trolled by means of micrometers calibrated to microns. Displacements of

the measuring volume per micron-displacement at the micrometers are as

follows.
Laminar Facility Turbulent Facility
Normal to the wall: 10.5 microns 4.2 microns
Streamwise direction: 6.5 wmicrons 2.6 microns

The above-mentioned sensitivity of adjustment meets the requirements
satisfactorily for turbulent flow but only marginally for laminar flow.
Improvements in receiving optics traverse are recommended for future

experiments.

5.5 Hardware Requirements

Photographs of various components of the focusing optics are pre-
sented in Figs. 5.16 through 5.19. The hardware includes some of the
standard LDV components from TSI Incorporated alongwith a selection of
special parts. A detailed listing of all the components together with a

brief description of relevant functions is presented here.

5.5.1 Standard Components

As pointed out earlier, beam splitting and frequency shifting in
the focusing optice are achieved using standard LDV components. Also,
most of the receiving optics are composed of standard hardware. A list

of these parts is presented in Table 5.2.
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5.5.2 Special Parts

A number of important functions in the optical arrangement of laser

beams are accomplished using special parts obtained either from sources

e A TE WM

other than LDV component suppliers or manufactured locally. The pair of
slits on chromium-coated glass was produced at the Integrated Circuit

Laboratory of the Electrical Engineering Department at Stanford Univer-

sity. The outer casing of the device, lens holder, beam dump and sev-

eral mounts and supports shown in the photographs were fabricated in the

P2,

Mechanical Engineering Machine Shop at Stanford.

o Table 5.2 presents a list of special parts obtained from commercial

B sources.,

g Table 5.1

X PARAMETERS OF THE RECEIVING OPTICS

>

, Laminar Turbulent Flow
' Experiments Streamwise Spanwise
Measurements Measurements

;E Receiving Angle 22° 17° 5°
Receiving-Cone 6° 12° 12°
Angle

)
Pinhole 50 200 130

~ Diameter microns microns microns

A

™ Pinhole Image ~ 100 ~ 150 ~ 100
Diameter microns microns microns
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4 Table 5.2 -ﬁ
STANDARD LDV COMPONENTS i
.,.-A
Part No. Source Part Name Function *
p
' 95-4 Cooper Laser Head Provides a laser beam: g
Laser— with Etalon Wavelength 0.5145 um;
Sonic Max. Power: 1 W, CW argon—-ion laser;
TEMOO mode, Beam dia.: 1.35 mm; ~
Bean divergence: 0.6 mrad. .
; 9102-12 TSI Polarization Aligns polarization axis with po
1 Rotator beam-splitter surface. N
s
9115-1 TSI Beamsplitter Divides incoming beams into two
1 parts in the focusing optics. -
N
E 9180-12 TSI Frequency Shifts frequency of one beam in
Y Shift the focusing optics. “
Assembly ﬁ
9119 or TSI Focusing Collects scattered light. )
) 9118 Lens &
) ot
b 9140 TS1 Receiving Focuses scattered light on
i Assembly photonultiplier pinhole. i
9160 TSI Photo- Converts optical signal into
multiplier electrical signal. n
System A
19808 TSI Counter Measures frequency of the signal.
System ]
W
o
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2
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RN
Table 5.3 RN
AN
SPECIAL PARTS "
\
Part No. Source Part Name Function Q
O1LCPOO0 Melles Cylindrical Focuses laser heams on the slits. 1.)-\
Griot Lens CNNS
e
17009/ Oriel Motorized Positions cylindrical lens above >,
18009 Corp. Translators the slits. :1)
LHEY
470A Newport Rotational Aligns cylindrical lens parallel :
Corp. Stage to the slits. .8
10020/ Newport 1" Mirrors Position beams in the beam TN
BD.1 Corp. generator. SRS
e
10B20/ Newport 1" Beam- Positions and merges beams in the N
BS.1 Corp. splitter beam generator. e
MM2-1A Newport Mirror Hold and align mirrors and NP
Corp. Mounts the partial mirror. f:
-l
04PIPOll Melles Pinhole Determines measuring volume size. _::.:-
04PIPO13 Griot 25/50 microns NN
36 Newport Tilt Positions the measuring volume. o
Corp. platform :j-j
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(a) Parallel rays focus \\“J
on a point in the
focal plane

(b) Rays at an angle,
O focus at two

points spaced “bfc

(c) Displacement of lens

parallel
to focal plane displaces the
focused spot by the amount of
lens displacement i

Fig. 5.4.
optics.
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Cylindrical Lens

Laser

Cr—~coating with
’/,rEtched Slits

Fy
I~ Glass Substrate o)
-
(a) De-focused laser sheet near the slit
A
BEAM PROFILE -
30 T v T v T v T v T =~
R Wavelength: 0.5145 micron, . a
Original Waist: 0.55 mm, ﬁ
20k Lens focal length: 6.35 mm . -
o
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(b) Calculated beam profile in the glass substrate
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Fig. 5.5. Laser—beam profile in the vicinity of the waist, -
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Cylindrical
Lens

Approximately half scale.
Only relevant features i{llustrated.
Also see Figs. 5.18 and 5.19.

Fig. 5.6. Cylindrical lens translators.
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Fig. 5.8. Experimental setup for scanning.
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oW
1.0r - 'mﬂ Power incident on
: each slit = ~ 5 mW.
0.8f
0.6
O.AT-‘.
0.2F ¢
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Lens displacement (microns)
(a) Power transmission
\\\Sllts
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/ Intensity Pattern
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(b) Interpretation of scanning data

Fig. 5.9.

Scanning output for poor alignment.
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Fig. 5.10. Scanning output for good alignment.
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Receiving
Angle (17°)

\ 400 ym
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Pinhole Image
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\
Fan of
Receiving Cone Laser
Angle (6°)
(a) Setup for streamwise measurements
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(b) Setup for spanwise measurements

Fig. 5.15. Measuring volume: size, shape, and location (mean flow
normal to the paper).
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Chapter 6

TUNING PROCEDURES

6.1 Overview

The present device 1incorporates two motorized translators and a
number of manually adjustable knobs and levers. In order to produce the
best cylindrical waves, all the adjustable parts must be brought to the
correct position simultaneously. Considering a large number of degrees
of freedom (more than ten), it appears a difficult task. However, the
governing optical principles allow for 1independent tuning of various
modules of the device. Several of these modules need to be adjusted
only once, i.e., prior to iInstallation of the instrument on a flow
channel. The optical principles used to simplify the tuning procedure
are discussed in the next section. The material in this chapter in-
cludes a description of the pre-installation adjustments as well as an
appropriate installation procedure. Guidelines for maintainence of tun-

ing are also provided.

6.2 The Underlying Concepts

The rationale for allowing various adjustments in the beam gen-
erator and the lens assembly has been elaborated in Chapter 5. The
present discussion focuses on two observations which simplify the align-
ment of various components in the device. It may be shown that small
displacement or tilt of the beam splitter or beam merger does not affect
the angular spacing between the output beams. This idea has been illus-
trated schematically in Fig. 6.1. It allows the user to adjust the
mirror tilts in the beam merger prior to installation on a flow chan-
nel. If the location and the tilt of the components are not exactly
duplicated during installation then pertinent misalignment may be cor-

rected simply by re—aligning the in-going beam.

The second concept of interest 1is 1illustrated in Fig. 6.2. It
shows a cylindrical lens with a yaw with respect to the slit-plane.
Under such a conditions, the 1illuminating sheet approaches the slit
obliquely. It is known that oblique illumination produces an asymmetric

diffracted field which 1{s stronger in the direction of {llumination.
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Hence an asymmetric diffraction pattern is an indication of lens yaw.
The direction of yaw may be ascertained from the asymmetry of the

diffracted field.

Besides the concepts described above, certain elements of optics,
such as the 1idea of ghost 1images, are used to facilitate alignment.
These ideas are elaborated at appropriate places in the following dis-

cussion.

6.3 Pre-installation Adjustments

Various parts of the instrument are assembled into modules prior to
installation on a flow channel. Three of these modules, i.e. the beam
merger, the lens holder, and the lens translator assembly, require pre-
cise positioning of various components in them. These alignments are
robust and do not drift over extended periods of use. The procedure for

assembling these modules 1s described in this section.

6.3.1 Experimental Setup for Initial Adjustments

For initial adjustments, the focusing optics are installed on a
replica of the test channel which allows access to the slits for the
sake of measuring the laser power transmitted through them. This
arrangement {s shown in Fig. 6.3. This exercise may be done at the
actual flow channel {f power—-measuring assembly could easily be in-
stalled on the flow-side of the slits. Notice that a pair of tiltable
mirrors 18 needed prior to the focusing optics. These mirrors are used

for proper injection of the laser beam into the focusing optics.

6.3.2 Mirror Tilts in the Beam Merger

The beam merger is {llustrated in some detail in Fig. 6.4. Various
mirror mounts are shown attached to the back plate. Mirror mounts 2 and
4 are bolted to the front and the back plate through slotted holes which
allow vertical adjustment. The beam dump may also be displaced vertic-
ally in a similar fashion. The partial mirror {s placed in mount #4
with the partially reflecting surface facing down. Each mirror mount is
equipped with one ball-type pivot and two micrometer screws. Figure 6.5

shows locations of the pivots and the adjusting screws for the present
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setup. The screws may be turned using a 1/8" ball driver, and the outer
! casing of the focusing optics 1is provided with holes to access the

screvs., The function of each screw is described in Table 6.1. This

;d table specifies the motion of each beam resulting from clockwise turning
n

- of a knob. Counter-clockwise motion would displace the beams in the
» opposite direction.

In order to set the mirror tilts in the beam merger, the focusing

optics are setup to obtain two laser beams at the beam merger entrance.

ror,
o o]

.

This can be accomplished by following the first five steps of the in-
stallation procedure outlined in Section 6.3. The Bragg cell must be

‘
L)

rotated out of the beam path in this setting. The beam merger may be

.
-

aligned using the following procedure:

K.

(1) Mount mirrors in place. Locate mirror mounts 2 and 4 and the beam

dump approximately at the middle of their respective slots. Also,

"=,
:: leave all the adjusting screws about at the middle of the adjust-
ing range.
. (2) Siide the beam merger into the appropriate grooves in the outer
casing. 1Inspect the location of beam incidence on each mirror.
ﬁ; Examine one beam at a time by blocking the other. Check to be
) sure that
! 1) The beams hit the mirrors near their center.
L2
. (11) The two beams arrive at the partial mirror at the same
5, spot.
(111) The rejected beams reach the entrance of the beam dump.

L |

(iv) The transmitted beams are centered on the slits.,

. .
»

(3) Try to approach the above-mentioned conditions as closely as pos-

sible by sliding mirror mount Nos. 2 and 4 and the beam dump in

R

the respective slots.

YXH

(4) Use the adjusting knobs to bring the beams closer, locating them

over the slits while maintaining a near-normal incidence on the

slit plane. The following guidelines would simplify this process.

"

1) While maintaining laser power at a low level (~ 20 uwW),

look at the slits from the flow-side to ascertain {f the

RPN
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beams are centered on them. Avoid direct exposure to the ;:f:
laser. - 3
(fi1) Try to find the reflected spots on the input mirrors. B .
Maintain the reflected spots next to the in-going beam. As N
illustrated in Fig. 6.6, the two spots should be on the 5 ’
opposite sides of the input bean. v

(111) Use mirror mount knobs for the functions proposed in Table ;

6.2, Notice that linear and angular motions are coupled,

e.g., if knob 3 is used to displace the right-hand beam ::: b
sideways, the angular orientation of the beam would also =

change. It would require a readjustment of knob 4 to make t
the beam nearly normal to the slit plane. This would in < ::
turn reduce the amount of 1linear displacement achieved. N, .
Hence, in order to obtain a certain amount of displacement, ﬁ' ‘
several iterations of these two steps would be needed. L
After some experience, the user may turn knobs 3 and 4 :'3 t
simultaneously in order to displace the beams efficiently. \
(5) As the beams merge, dark and bright fringes appear in the region i i
of overlap. The fringes may be observed by interposing a plece of .
paper in the path of the merged beams and looking at it through a ::: :
pair of laser goggles. Move the beams back and forth slightly to - 2
align the fringes approximately parallel to the length of the | )
slits. Also, adjust the beams sideways to obtain appoximately ~ K
three fringes per millimeter. This would correspond to an angle ’\ E
of -~ 0.1 degree between the two beams which 1s desired for focus- PN
ing them at a spacing of 10 microns. ~ '
At the end of the last step, the merged beams should be centered ?.-"
on the slits and the two reflected spots on the input mirrors should be . .
spaced equally from the 1in-going beam. If this condition 1s not ‘E‘ h
achieved satisfactorily, some of the previous steps may be repeated. o=
Further refinements in the mirror tilts are obtained during the final E\ E
steps of pre-installation alignments succeeding the adjustment of 1lens :
yaw. a N
’.
R
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6.3.3 Lens Yaw

Before starting the adjustment of the cylindrical lens for yaw, the
lens translator assembly should be installed in place. This assembly
consists of two miniature motorized translators and one rotational
stage. While assembling the rotational stage, the micrometer should be
adjusted so that the bracket holding the motorized stages 1is not

crooked.

The cylindrical lens 1s mounted at the end of a long tube as shown
in Fig. 6.7. This tube is connected to a bracket through three bolts.

The bracket in turn is bolted to the lens translator assembly.

The axis of the lens holding tube should be aligned precisely with

the merged beams. Otherwise, as described in Section 6.1, an asymmetric
and weak diffraction pattern would be produced. Proper alignment is
achieved by inserting a stack of thin metallic washers at the right-hand
side bolt between the tube and the bracket. Without any washers the
tube would be crooked to the right. A 0.00l1-inch-thick washer would
move the lens by about 1/64 inch. In the present setup, washers of
thickness 0.001 and 0.002 inch are used. In order to ascertain the
total thickness of washers needed, a "hole-burning method" is employed.
The hole-burning method 1is also used to check the alignment after
insertion of the estimated thickness of washers. This method may be

described as follows.

(1) Replace the cylindrical lens with a thin piece of paper (prefer-
ably 0.002-0.005 inch thick) cut to the right size. The side of
the paper facing the laser beams should be painted flat-black.

(2) Mount the tube in place and slide the beam merger in. Keeping the
laser power low, check 1f the merged laser beam is entering the
lens tube at {ts center. It may be accomplished by mounting a
paper mask on the bracket (Fig. 6.7). The mask may be marked with
the center of the tube. Laser goggles must be worn prior to in-
serting the mask. If the tube 1s not centered, traverse it side-
ways using the horizontal motorized translator until the center of

the beam is located at the center of the tube.
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(3) Remove the mask. Turn the laser power up to ~ 1 Watt for 30-45 Ei 3
seconds. This would burn a hole in the blackened paper mounted at
the lens location. Remove the beam merger and the lens tube to EE .
examine the location of the burnt hole. y
The hole-burning method 1is very convenient for determining the ~ .
position of a laser beam at a location not accessible mechanically or - t
visually. However, excessive use of this method would result in deposi- 55 S
tion of smoke on the optics. " -
6.3.4 Final Steps S
Final refinements in the tuning of three modules under considera- Eg :
tion are achieved through the following steps: ey E
(1) While maintaining laser power at a low level, block the left beam. Eé ;
(2) Using the horizontal translator, scan the right beam over the "
slits to determine the maximum power transmitted. ﬂ: :
(3) Repeat the previous step while moving the cylindrical lens vert- 3 .
ically in increments of 100 microns in the direction of increasing ii d
peak power. Upon approaching the correct focus, use 10 micron -
increments. e ?
(4) After focusing the cylindrical lens, align {t with the slits ’ E
length-wise. This 18 accomplished in a manner similar to the !' '
previous step by using the micrometer of the rotational stage o E
fngtead of the vertical translator. Recommended values for the o
coarse and the fine adjustments are 200 microns and 20, microns lf ¥
respectively. "
A
(5) Record a power profile and estimate the width of the waist as IO
suggested in Section 5.2.3. Also examine the intensity distri- - ?
bution in the focal plane. Take appropriate corrective measures L-: K

if the results are not satisfactory. These may include readjust-

went of lens yaw or re-evaluation of the lens using the chopping

method.

(6) Locate the waist over the right-hand side slit {f the reflected A

spot occurs to the right of the in-going beam and vice versa.
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(8)

(1)

(2)

(3)

(4)

(5)

Release the 1left beam. Examine the fan visually. It would

probably not be very strong.

Block the right-hand side beam. Turn knob 7 slowly until maximum
power is obtained. It should be close to the maximum power from

the right beam.

If the power transmission from the left beam is low, displace it
sideways using knobs 7 and 8 (as described 1in Section 6.2.2) to
maximize the power. After this adjustment, a strong symmetric fan

should be seen upon releasing the right beam.

This would complete the pre-installation adjustments. The beam
merger and the lens holder may be removed from the casing in order to
move the instrument to the flow channel. The individual modules must
not be dis-assembled and handled with care in order to prevent acci-

dental misalignment.

6.4 Installation and Start-up

The 1instrument may be 1installed on a flow channel through the

following steps:

Install the slit-holding plug, the outer casing, the lens
translator assembly and the input mirrors. A chopper may be
installed in the path of the Iin-going beam. As explained later,
such a chopper could be used in conjunction with the receiving

optics to locate the laser sheets precisely over the slits.

Align the laser beam normal to the slit plane locating it over the
slits. Use the first input mirror to displace the beam and the
second one to keep it normal to the slit plane. The reflected

beam should coincide with the in-going beam.

Insert the polarization rotator. Determine the polarization axis

using an axis finder. Align it roughly with the slits.

Install the beam splitter. Set the polarization rotator for equal

power in the two beams produced by the beam splitter.

Install the Bragg cell and align it according to the manufactur-

er's instructions. The standard method requires an alignment mask
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(6)

(n

(8)

(9)

(10)

ment

to help recover the origional position of the laser beam after
frequency shifting. The standard alignment mask cannot be used in
the present setup; however, a homemade paper mask would serve the
stated purpose. If frequency shifting is not desired, then rotate
the Bragg cell out of the beam path.

Slide the beam merger in. Check if the merged beams are located
over the slits. Also, look for two reflected beams on either side
of the in-going beam. If these conditions are not met then re-

align the in-going beam using the input mirrors as in step 2.

Remove the beam merger. Mount the lens holder and insert the beam

merger again. Bolt the beam merger down to the outer casing.

Block the left beam. Look up for the diffraction pattern produced
by the right bean. Traverse the lens sideways to obtain the
brightest light pattern from a slit. Locate the right beam over
the correct slit; so that, the other slit would be {lluminated

upon releasing the left beam.

If 1t 18 found difficult to maximize the power transmission,
merely by visual examination, then turn on the chopper and display
the photomultiplier output on an oscilloscope. Traverse the lens
sideways till the amplitude of the signal on the oscilloscope

reaches its peak value.

Release the left beam. In the case of no frequency shifting, one
should obtain a strong fan without further alignment. Block the
right beam to examine the brightness of the diffraction pattern
produced by the left beam. It may be done visually or through the
oscilloscope as explained earlier. If frequency shifting is used
then slight adjustment of knob 7 may be required for satisfactory

focusing of the left beam.

If serious difficulties are encountered In obtaining correct align-

using the above procedure, then the pre-installation adjustments

should be repeated.

After aligning the focusing optics and roughly locating the re-

ceiving optics in the vicinity of the measuring volume, the user may

look for Doppler signals from the flow. Using the micrometers on the
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traverse mechanism of the receiving optics, the measuring volume may be
gradually moved closer to the wall. This would result in an increase in
the average signal frequency, reaching a maximum value which would be
invariant over a considerable displacement normal to the wall. This
region may be recognized as the viscous sublayer. The signal from a
very near-wall region exhibits certain special characteristics when
examined without high-pass filtering. As explained 1in Section 4.6,
these characteristics may be used to locate the measuring volume prop-
erly. In the present system, the measuring volume center 1s located

approximately 100 microns from the wall.

6.5 Maintenance of Tuning

Over extended periods of use, various components of the system are
likely to drift slightly. Usually, the effect of such a drift may be
corrected by relocating the cylindrical lens using the horizontal trans-
lator. Often this can be done by eye, maximizing the transmitted power.
If this procedure fails to produce satisfactory realignment then remove
the beam merger and the lens holder from the outer casing and repeat
steps 6 through 10 of the installation procedure outlined in the previ-
ous section. If the alignment 1{s still poor, the entire installation

procedure should be repeated.
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Table 6.1

(AR
[SL LN

EFFECT OF CLOCKWISE TURNING OF THE MIRROR MOUNT KNOBS
IN THE BEAM MERGER

ZA  SW

Knob # Beam moved Motion of the beam
1 Right Forward
2 Right Backward :'
L
3 Right Right
4 Right Right -.i;
5 Left Forward ol
6 Left Backward N
7 Left Left .
8 Left Left <
-
-
z
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.
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Table 6.2

APPLICATIONS OF MIRROR MOUNT KNOBS IN THE BEAM MERGER

Knob Beam Type of Direction of
No. Handled Intended Motion Motion
1 Right Linear Back & Forth
2 Right Angular Back & Forth
3 Right Linear Sideways
4 Right Angular Sideways
5 Left Angular Back & Forth
6 Left Linear Back & Forth
7 Left Angular Sideways
8 Left Linear Sideways
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Beam
Splitter

Beam %!
Merger :

The pair of the laser beams at the beam merger exit is displaced
because of the misalignment in the input beam. However, the angle
and the spacing between the two beams in the palir are unaffected.
It is also true of misalignments of the beam splitter and the beam

merger as units.

Fig. 6.1. Self-aligning characteristics of the focusing optics.
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Fig. 6.3. Experimental setup for pre-installation alignments.
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Mirror mounts in the beam merger (front plate removed).
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Appearance at the input mirrors of laser beams reflected from
the slit plane.
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Fig. 6.7,

Center of the Tube

Paper Mask

Bracket, mounts
to the Lens
Translater

Thin Washers for
Q/'/Adjusting the Lens Yaw

3/8"

9"

16 //// Lens Tube
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Lens holder and paper mask used for centering the laser beam.
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Chapter 7

SELECTION OF SEED PARTICLES

7.1 Desirable Properties

The selection of scattering particles is based on their ability to
produce a discernible and representative signal without causing any
undesirable side-effects. According to the results of scattering calcu-
lations presented in Chapter 4, particles of diameter larger than 2

microns would produce discernible signals in the present device.

In order to explore whether a particular arrangement would generate
representative signals, 1{it must be emphasized that an LDV system
measures velocity of the scattering center of a particle as sensed by
the receiving optics. This measurement is meaningful if the scattering-
center velocity 1s either coincident with the fluid velocity or can
unambiguously be related to it. The relationship between the particle
velocity and the scattering-center velocity 18 complex, but the
discrepancy is tolerable, as shown in Chapter 4. The matter of present
interest is the relationship between particle velocity and fluid veloc-
ity. The current system operates very close to the wall, where flow
behavior of the particles 1is more complex than it 1is in a standard
situation for LDV measurement. In this chapter, practical implications
of the peculiarities 1in flow behavior are identified through a simple
analysis. It {s shown that migration of particles from the near-wall
region may result in a serious reduction of data rate. However, this
can be offset by seeding particles through the wall a short distance

upstream of the measuring location.

Durgt et al. (1981) have discussed the properties required for
scattering particles in various applications. It is not difficult to
find particles which are harmless to the experimental setup. The
present experiments were conducted with naturally occuring particles in
the tap water filtered to 5 microns. Polystyrene latex and silicon
carbide particles were also used in varfous runs of experiments. All

these particle materials are clean and safe to use.
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Optical properties of the particles are considered in Chapter 4.
The signal-to-noise ratio is the key parameter for evaluating the fea-
sibility of a certain type of particles. Particle diameters less than 2
microns are found to have inadequate signal-to-noise ratio. Usually, a
high refractive index improves the signal quality in an LDV system.
However, for the receiving location in the present system, it is not ob-

vious that a particularly high refractive index is always advantageous.

Standard criteria for evaluating flow behavior of the particles in
laser velocimetry systems are based on the assumption of homogeneous
turbulence and do not take into account velocity gradients across the
particle. In the vicinity of the wall, the velocity gradient 1is large
and affects the particle path and the velocity. A particle in the near-
wall region may be set in rotation and gradually moved away from the
wall. Also, the phenomena of burst and sweep in the turbulent boundary
layer are likely to affect transport of particles between near-wall and

outer regions.

A schematic picture of particle motion is presented in Fig. 7.l.
The first phase of particle motion 1is dominated by the Magnus effect,
the Saffman effect and gravitational sedimentation. In this phase the
waviness in the particle path 1is caused by fluctuations in the normal
velocity. The migration of particles away from the wall is determined
principally by particle rotation (i.e., Magnus effect). Outside the
viscous sublayer, the particle path is determined chiefly by the fluid
motion which goes through a sequence of events known as bursts and
sweeps. As discussed by Cantwell (1981), discrepancies exist among
various works regarding the origin of the bursts. It is not well-
understood, whether an active exchange of fluid takes place between the
viscous sublayer and the outer region during burst-sweep cycles. How-
ever, conservative estimates can be made by assuming that, once migra-
ted, a particle is not likely to be transported back into the sub-
layer. Hence, only the migrati{on phase is studied in this chapter.

The rate of migration 1{s generally much slower than that of
turbulence fluctuatfons. This allows one to use a stationary solution
for studying the frequency response. Furthermore, it permits one to

ignore high-frequency motion during evaluation of overall migration.
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8‘3 This idea 1s illustrated in Fig. 7.2, The concepts of frequency re-
h

sponse and migration are further elaborated in the following sections.

7.2 Frequency Response

For homogeneous turbulence, equations of particle motion have been

A

solved by various investigators, such as Hjelmfelt and Mockros (1966)

?} and Chao (1964). The former authors have presented a solution for the
. stationary response of a particle to a single frequency of fluctuation
. in fluid velocity whereas the later author has proposed a scheme en-
;: tailing the entire spectrum of turbulence frequencies. The present
study is restricted to single-frequency response; the highest turbulence

Ei frequency is used to obtain a conservative estimate.
In order to obtain a solution for near-wall particle motion, Rizk
g and Elghobashi (1984) have proposed certain modifications in the above-
mentioned solutions. These modifications account for increase in the
; viscous drag due to presence of the wall and also incorporate Saffman's

11ft force due to particle slip in a shearing flow. The additional
viscous drag dampens the particle motion relative to the fluid. The

11ft force acts as a periodic force normal to the wall and generally

increases the particle velocity amplitude beyond the amplitude of the

vy
L]

fluid velocity.

The mathematical formulation for streamwise and normal motion using
Ny the criteria of Rizk and Elghobashi and that for homogeneous turbulence
due to Hjelmfelt and Mockros are presented in Appendix E. Based on
these criteria, the response of silicon carbide, dust and polystyrene

latex particles has been evaluated. The ratio of the particle velocity

i.-'} amplitude to that of the fluid velocity is plotted as a function of the
- particle diameter in Fig. 7.3. All the computations are based on a
-? turbulence frequency of 1000 Hz and normal-to-streamwise velocity ratio
& of 0.1. The turbulence frequency was chosen as the reciprocal of the
. Kolmogoroff microtime scale whose value near the wall may be approxima-
}*‘: ted by the mean-wall velocity gradient. It may be noticed that, under

the worst conditions, the particle velocity 1is within 1% of the fluid

velocity for particle diameters less than 10 microns.
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The particle response in the spanwise direction would be similar to
that in the streamwise direction. The present evaluation indicates that

frequency response in the sublayer would be different from that in the

=1

outer region but would not offer any extraordinary difficulties for

laser velocimetry applications.

7.3 Particle Migration ::

Migration of particles away from or towards the wall may take place <

through various mechanisms. Sedimentation causes a vertical motion of :\

the particle relative to the fluid. In the case of a horizontal wall, &
it results either in deposition of the particles on the surface or o .
migration away from it. For a flow bounded by a vertical wall, the slip f_: :
caused by sedimentation would result in a 1ift force normal to the wall. . t
This 11ft force may be calculated from an expression proposed by Saffman %
(1965, 1968). The present measurements were taken near a horizontal top ¥
surface of a water channel. Since the scattering particles were heavier , f
than water, migration away from the wall was expected due to sedimenta- - ;:
tion. The equilibrium migration velocity may be evaluated by equating i '

the gravitational force to the viscous drag (Stokes' law):
2 _ -
v - dp(pp/c:s vl) g, S i

Besides sedimentation-related migration, there is a mechanism of

gy

migration due to shear which 1is independent of particle density.

Vagsseur and Cox (1976) have developed the following approximate formula :‘
for the migration velocity of a neutrally buoyant particle: .
35 4 (7.2) 3
Van T %608 v : TN
S
There are certain inconsistencies 1in the assumptions underlying the ‘_' >
above equation. Hamour (1984) has removed these inconsistencies by .
seeking a more complex solution. This solution suggests that Eqn. (7.2) ’: E\
congistently overestimates the migration velocity. In order to obtain a ) 2:
conservative estimate of migration, Eqn. (7.2) is used in the subsequent 'i‘ o
derivations. - N
R
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The migration length is defined as the streamwise distance traveled
by a particle while migrating from the lower bound in y of the measur-
ing volume to the upper bound. This parameter may be expressed by:

2
8(y::ax B ymin)
(7.3)

L -
m Z(Vms + vmn)

Values of the migration length for various materials are plotted 1in
Fig. 7.4. These results are based on the values of specific gravity of
1.06, 2.5 and 3.2 for polystyrene latex, dust, and silicon carbide, re-

1 and values

spectively. The velocity gradient is taken as 1000 s
of Ynax 8nd Yoo have been specified as 150 and 50 microns, re-

spectively.

It is obvious that heavy particles such as those of silicon carbide
are not useful for measurement unless seeded a short distance upstream
of the measuring volume. In a channel of length not exceeding a few
meters, light particles such as those of polystyrene latex are likely to
stay in the y-limits of the measuring volume. These deductions have
been verified experimentally in the present test facility. The final

data sets were taken in a flow seeded with polystyrene latex particles.
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Fig. 7.4. Migration characteristics for particles of various materials.
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Chapter 8

EVALUATION IN LAMINAR FLOW

Prior to testing in a turbulent boundary layer, the first version
of the instrument (using unpackaged optics) was evaluated in a laminar
flow channel. The purpose of this evaluation was to qualify the instru-
ment in a well-understood flow situation. The anticipated particle
behavior was also verified through thegse experiments. A laminar flow
water tunnel was bullt to create steady skin friction comparable with

turbulent boundary layer of the intended application of the device.

8.1 Laminar Flow Facility

3" x 1/8"-

Hence a

The laminar channel has a rectangular cross-section of
Measurements were made at a distance of 12" from the entrance.
condition close to plane Poiseuille flow was obtained. A scaled diagram
of the facility 1s shown in Fig. B8.l. The tunnel stood vertically on an
optical table and provides an easy access for the optical setup de-
scribed earlier. This arrangement allowed testing of the unpackaged
device on an optical bench. As shown in the photographs in Fig. 8.2,
the unpackaged device had a horizontal train of optical elements and
required the flow channel to be vertical. (The packaged version of the

instrument is vertical and suits a horizontal channel.)

Flow was maintained through the channel by a pump-and-tank assembly
in a closed loop. Water was seeded with Polyvinyltoluene Latex micro-
spheres of diameter 2.0 microns. These particles have a density of 1.027
g/ml and a refractive index of 1.60. The signal rate was found to cor-
respond closely to a uniform distribution of seed particles throughout
the channel cross-section which indicates that the effect of shear on

the particle path is negligible.

As shown in Fig. 8.3, the receiving optics in this arrangement were
located at an angle of 22° from the side. The receiving optics were set
up with a front lens of focal length 600 mm and a pinhole of diameter 50
microns in front of the photomultiplier tube. This combination produces
a nearly cylindrical measuring volume of diameter 100 microns and a

receiving cone angle of 6°.
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The receiving assembly was positioned in place by first moving it

close to the wall to obtain a signal of the form shown in Fig. 4.12(d),
which has two distinct peaks due to laser light from the two slits. The
near-wall signals were qualified according to the criteria described in
Section 4.6. The receiving assembly was then moved away from the wall
to locate the measuring volume center roughly at 100 microns from the

wall.

8.2 Results and Discussion

The signal frequency was found to be fairly insensitive to small
changes 1in the location of the measuring volume and the size of the
pinhole. The results of the experiments are plotted in Fig. 8.4. The
theoretical estimate in the plot is based on the following relationship

for plane Poigeuille flow,
*
t = 12 Re (8.1)

where

P S (8.2)

The above expression 1s obtained from the parabolic velocity pro-
file of the flow under consideration. A discussion of this flow may be
found in standard text books such as Schlichting (1979).

The dots on the plot correspond to the mode and the error bars to
95% confidence limits for the data recorded. The mode of a data record
{8 understood to represent the steady laminar flow and the scatter can
be attributed to occasional fluctuations in flow. Note that the data

are in good agreement with the known laminar wall shear-stress behavior.

160

. P
asaa’ e

ot e

. - e I P P T I SV . . R P C et el o« . te
ot . TSR AT N SRR ST Sl S A it AT SRl Tt T T e A T et e N Lt

.I‘

. Y2

“fs
- a

s

T 1<



i ! A\ad
N
[ - &
! - Scale: approx. 1/12
:& Channel
5 /
Supply
\!‘ Hose Lens Beam
= Translators Splitter
-
- Receiving Beam Bragg
bex Optics Merger
& Cell Polarization
-, / /// Rotator
".
-"
Laser
5 S
o
. Optical Table

.
Tt

4

< /// Cart for holding '
}; pump and tank e
-~ "
i "
* . -
o — :
7 N
. Pump ;ﬁ
hY "
“ =
M
- A
<. )
- <
N,

%

[ Y
58P %

Fig. 8.1. Laminar demonstration facility: unpackaged optics, bench-top
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Side View

Top view

Fig. 8.3.
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Chapter 9 E:i‘t::
MEASUREMENTS IN A TURBULENT BOUNDARY LAYER »3.
3
Following an evaluation in laminar flow, the packaged instrument '.: .”
was constructed and used for measurements in a zero-pressure-gradient ,‘-‘.;'3:‘
turbulent boundary layer. The results of these experiments have not i
only further validated the technique but have also provided new data .'_‘_'.:-"..
valuable to researchers in this field. The present measurements consist :‘}:C-:,'
of large samples of the velocity gradient in the streamwise and spanwise :‘:f
directions. Various statistical parameters of these data are presented
and discussed later in this chapter. In order to correlate these data r
to other parameters of the boundary layer, a profile of the streamwise E;‘:
velocity was also recorded at the location of skin friction measurement. ;S"E
pOHAY
9.1 Turbulent Flow Facility :".:"-\.
The turbulence measurements were made In an existing facility, ‘-';5\'
described in detail by Jayaraman et al. (1982). In this facility, ;:éi.p"
measurements are made in a boundary layer growing on the top surface of _
a water tunnel of rectangular cross-section. It was found that near- Sf{?.
wall measurements are strongly influenced by presence of air bubbles in :{:*:';
the flow. In order to eliminate the bubbles, some modifications were ;-E\\;
made. In the original system, the gate valve used to oscillate the flow ‘
discharged water into the sump as a free-falling stream. This arrange- ::\':::i
ment caused entrainment of a large amount of air into the flow. Since '::'\:‘::.
the present experiments could be conducted with a steady flow, the -_‘;:_:;:;
oscillating gate valve was replaced by a closed conduit which discharged o
water below the fluid surface in the sump. The existing apparatus was :“—f.':t::'_-'_
also supplemented with a de-aeration system, illustrated in Fig. 9.1. A :-‘.
small portion of the flow in the system (~ 5%) was passed through a :,::E:::'(:."
venturl consisting of a sudden expansion from 1/2" to 2" in diameter. Ca
The pressure drop across the venturi allowed maintaining a vacuum of ""-'
~ 25" of mercury downstream. At this pressure, the suspended air bub- ,f‘:}:
bles were easily separated from water by swirling {t {n a separation :::.f.:
chamber. The air-bubbles accumulated on the center of the centrifugal .
separation chamber and rose to the air-water interface in a separation \'\\:
ANN
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column. The separated air was continuously removed by a vacuum pump

connected to the colummn.

Two sets of fine and course valves were used to adjust the flow
rates of air and water through the separation chamber, so that a high
vacuum was obtained and the air-water interface in the separation column
was maintained at a fixed level. However, in practice, the air-water
interface drifted over long periods of operation. A control system was
used to maintain the i{nterface between two float switches. The water
level in the separation column was allowed to rise till it reached the
upper float. At this point a solenoid valve shut off the air flow. The
separated air collected in the column and lowered the water level till
it went below the lower float. This actuated the solenoid valve open

and the cycle was repeated.

9.2 Flow Qualification

The quality of the flow in the turbulent boundary layer facility
was studied and documented by earlier users, Jayaraman et al. (1982) and
Brereton (1986). As described earlier, the existing facility was modi-
fied; hence, a re-examination of the flow was warranted. However, the
present evaluation of the boundary layer has been restricted to the
following:

® Measurement of a velocity profile at the location of the shear
stress measuring device;

® Application of Coles' scheme of boundary layer classification to
the mean profile;

® Fvaluation of mean profile parameters (displacement thickness,
momentum thickness, Reynolds number etc.) as well as turbulence
parameters;

® Measurement o& ptobability density function (PDF) of streamwise
velocity at y = 16.9.

The rest of this section consists of a description of Coles' method

and a discussion of the boundary layer parameters.
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9.2.1 Coles' Scheme of Boundary Laver Classification

Coles (1962) has suggested a procedure for classifying turbulent
boundary layers using the similarity laws developed by Prandtl and von
Kdrmfn. In this scheme the experimental data are fitted to a profile of
the form:

+ .1 + 20 .2 (zy
u " ny +c¢+ ” sin ( 75 ) (9.1)

where u' = u/u* and y+ - u*y/v. Knowing the free-stream velocity, U,

+ 1

oo L 21
K

+
K

or
n-%(u*—%xn5++c) (9.2)

Substituting the value of I from (9.2) in (9.1),
+ -l + +__l_ + _ 2_1_[x
u K!.ny +c+|:U ‘ln ) c:lsin (2 5) (9.3)

After choosing fixed values of x and c¢, a given set of data may
be fitted to the above equation by adjusting the parameters u* and 6.
The value of Il corresponding to a least-squares fit has a special sig-
nificance {n the present scheme of flow qualification. Using « = 0.4l
and ¢ = 5.0, a constant-pressure boundary layer is expected to have a
value of I = 0.62. The value of [1 1s larger for an adverse pressure
gradient. For a supposedly zero-pressure-gradient flow, a signiffcant
deviation from 1 = 0.62 {s an indication of a non-standard boundary
layer, resulting usually from the presence of secondary flows and/or
poor choice of boundary layer tripping device. Furthermore, according
to Coles (1968), the optimum value of ot is slightly, though consis-
tently, smaller than the friction velocity evaluated from other methods.
Hence, the egtimate of Cf baeed on u* {s usually one to two percent

smaller than expected Cf.

The success of this method in classifying boundary layers and
estimating skin friction does not imply that the recommended numerical

values of K and c are necessarily definitive. Despite minor
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refinements, the present values are basically adduced from the earliest
experimental explorations of these constants. The modern expertise 1in
producing standard flow situations and instrumentation for measuring
such flows has yet to be employed systematically in order to re-evaluate
the numerical values of these constants. It is in fact evident from
certain experimental results that the values of these constants are
likely to be higher than the classical values. Also, numerical simula-
tions of Spalart (1986) indicate a dependence of x on Reynolds number;

suggesting an increase Iin « with increasing Re62.

For the boundary layer under consideration, the velocity profiles
of raw and normalized data are shown in Fig. 9.2. The values of 5, I,
and u* for the best fit to Eqn. (9.3) are listed in Table 9.1. The
value of I is 3.5%7 higher than the expected value for a zero-pressure-
gradient boundary layer. The scatter above the wall functions of eqn.
(9.1) is about 0.5 T of free-stream velocity. As obvious from figure
9.2(b), the scatter in the data is not random. In fact, it indicates
that the slope of the log-linear region {s smaller than expected.
Hence, according to Coles' criterion, this boundary layer has certain
minor anomalies. It is regrettable that, due to lack of time, we did

not have an opportunity to resolve these apparent abnormalities.

9.2.2 Parameters of the Boundary Layer

Table 9.1 contains values of various thicknesses of the boundary
layer and other standard parameters such as, shape factors and Reynolds
numbers. All the parapeters are evaluated from the best fit to
Eqn. (9.1) (referred to as standard functions) as well as from direct
parabolic {interpolation of the data. No significant differences were
found between the results from the two methods. Table 9.1 also cortains
the value of the friction coefficient as obtained from the correlation
of Ludwieg and Tillmann (1949); i.e.,

c, = 0.266 x 107007 Re;?’ze’a (9.4)
The value of Cf from this co:rrelation is in close agreement with the

*
value from the optimum u for Coles' fit to the data. It should be
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noticed that the Reynolds number of the flow (Re62 = 3700) 1is fairly
high and reliable numerical simulations of such a flow are not avail-
able.

The present measuremets indicate about 27 turbulence in the free-
stream. Earlier measurements iIn the same flow, as documented in a
microfiche report by Jayaraman et al. (1982) indicated less than 12 tur-
bulence in the free-stream. The higher value of "apparent turbulence"
in the present measurements 1is believed to be caused by the higher
vibration level of the new LDV system. The distribution of the fluctua-
ting component of streamwise velocity is presented in Fig. 9.3. The
probability density function of the velocity was also recorded at a y-
location near the wall (yu*/v = 16.9). It is shown in Fig. 9.4. The
skewness and flatness factors at this location are =0.23 and 2.8,
respectively. These numbers are in reasonable agreement with the re-
sults reported by Eckelmann (1974). Visual observations of Schraub and
Kline (1965) indicate that beyond y+ = 10, the high-speed streaks are
wider than the low-speed streaks which results in negative skewness fac-
tor for the PDF. However, in closer proximity to the wall (y+ < 10),
the opposite is true about the width of the low- and high-speed streaks;

hence, a positive value of the skewness factor 1is expected.

9.3 Measurements of Streamwise Skin Friction

The results of the present experiments are listed in Table 9.2.
For the sake of comparison, data from a selection of experiments and
numerical simulations describing similar flow situations are also
included. For boundary layer flows, the reported Reynolds number is
based on momentum thickness and free-stream velocity. Whereas for
channel flows, it is expressed in terms of centerline velocity and half-
width of the channel. Similarly, Cf is defined in terms of free-
stream velocity for boundary layer flow and centerline velocity for
channel flow. In the case of pipe flnw, radius and the centerline

velocity are used as characteristic length and velocity respectively.

Any exception to this convention has he stated in the footnotes to Table
9.2,
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The earliest measurements by Mitchell & Hanratty (1966) had shown a
Gaussian distribution of skin friction which is now considered incorrect
and the anomaly 1s generally attributed to the lack of spatial resolu-
tion; especially along the spanwise direction. Also, notice that mea-
surements of Eckelmann (1974) in an o011 channel have been repeated
recently by Alfredsson et al. (198t). The authors have rendered earlier
measurements inaccurate on account of unreliability of the analog
linearization of hot-film data which has now been replaced by digital

linearization.

The present technique was used in two different modes; i.e., with
and without shifting the frequency of 1light {lluminating one of the
slits. The results from the two modes of application are slightly
different. The differences between the two measurements are fllustrated
in Fig. 9.5. A plausible explanation of this discrepancy is as fol-
lows. In order to eliminate the low-frequency noise, the detecc.ed
signal was high-pass filtered. Whereas the filter frequency was suffi-
clently lower than the lowest signal frequency for a rotating fan, it
appears to 1interfere with the signal frequencies for the stationary
fan. In the latter case, the filter was set at a center-frequency of
~7 kHz, which is represented by the vertical line in Fi{g. 9.5. This
may have resulted in elimination of some low frequency signals as well
as distortion of such signals during passage through the filter. A
clustering of signals near the filter-frequency 1is also evident from
Fig. 9.5. VUnfortunately, due to lack of time, this interpretation of
the discrepancies in the two measurements could not be verified exper-
imentally. However, for the current purpose, the results of measure-
ments with frequency-shifting are considered mcre accurate. Hence, only

these results are used for further reducing the data.

9.3.1 Mean Flow Near the Wall

The skin friction coefficient from DCW measurement {s 4% higher
than the estimate based on the Ludwieg~Tillmann correlation. The mean
value of the velocity gradient is shown in Fig. 9.6(a). The near-wall
data points from the conventioial LDV are also plotted in this figure.

The near-wall mean velocity seems to approach the wall behavior as
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recorded by the present technique. For the conventional measurement, h3ff:{.
‘\\.l\.
the origin of the y-axis was identified by by a visual examination of ;:;_\Qf
the interaction between the measuring volume and the wall. The standard ;
receiving assembly and the eye-piece were used as a microscope while the ;\afgﬁi
N,
measuring volume was gradually moved towards the wall. This method has ;324&;
" ... ..
a repeatability of + 0.1 mms A zero-shift within this uncertainty range ::;::::
PINAL
has provided a good continuity between the two type of measurements
STATAN
depicted in Fig. 9.6(a). e
A
S
In Fig. 9.6(b), the velocity profile has been normalized with the }ﬂqﬁgg
LS AE SN
measured value of wall velocity gradient. The logarithmic region of the :; t\'x
profile has a smaller slope than that stipulated in Coles scheme of ';jf_ )
boundary layer classification. The corresponding value of « {is about }iiiii{
0.46. AN
ALY

9.3.2 Wall Turbulence

In Fig. 9.7, the measured wall turbulence is compared with the data

of near-wall turbulence from conventional LDV, The latter type of mea-

surements could not be conducted nearer to the wall than y+ = 7, Hence,

a conclusive comparison cannot be made. However, there is no obvious SCGUSX

A LNy

disagreement between the two type of measurements. Qﬁ;:;:
SARASA

‘)_‘I\f\

The probability density function of the normalized wall shear NN
EAGAC,

N .\.\.\

(1 - ;)/T' is plotted in Fig. 9.8. The measured data have been dis-
tributed Iinto bins of sfze 1t'/5. An attempt to use smaller bin size
results Iin larger scatter in the PDF., This may be attributed to a rela-
tively small size of the sample. The dotted line in Fig. 9.8 corres-
ponds to the PDF of wall shear stress from the num~rrical simulation of

Kim et al. (1986).

PADK

'. .\-‘ ¢

R

9.4 Measurement of Spanwise Velocity Gradient e,

AN
As discussed in Chapter 5, the spanwise measurements are ditficule .

to make because of the need to eliminate the {nflux of unscattered 1{ght ;::E;%:

“ e

into the receiving optics. Attempts were made to approach the wall RIPRIRRAN

clnsely, while isolating the slits from the measuring volume. The value :..\,:;\

of dw'/dy was found to increase with the approach of the wall. A At -

SRS

‘ final steady value could not be {dentified from the present reallza- RN
| NN

RO
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‘s'” tions. The results presented in Table 9.3 are from the closest location J
v,» to the wall reached during these experiments.

o It 18 obvious from the data presented {n this table that an enor- #
vn‘ mous discrepancy exists in the reported statistics of spanwise flow near

%

‘,:). the wall. A non-zero value of skewness factor in various studies 1is an ‘1‘.
MM indication of inability to 1identify accurately the spanwise direction

;,: and/or inadequate sample size. Similarly, the mean values of dw/dy ;
?_‘: are also non—zero In some of the measurements. The mean value from the i
ﬁ\ experiments of Sirkar and Hanratty (1970) is estimated to be 3% of the .z
$.' gstreamwise mean value. The present measurements have a mean value of -
N 0.242 (though from the alignment of the instrument with respect to the o
‘_:" tunnel, it was expected to be about ~1% of the streamwise value). :}i
g

In Table 9.2, the term "turbulence intensity" implies the limiting

e

value of w'/ u at the wall. The computed value of this parameter is

L% .

.-:‘f much larger than the measured values. This discrepancy may be explained ..
:',S: as follows. Numerical simulation of Kim et al. indicates that, unlike ::
.: the streamwise fluctuation, the spanwise component does not vary lin-

. early in the vicinity of the wall. It becomes linear only in a region i
'::' smaller than y+ = l. The simulations of viscous sublayer performed by -
.’,"_- Chapman and Kuhn (1985) have yielded similar results. These numerical o
::: findings are {n agreement with the present experimental observation that -~
‘ the value of fluctuation In the spanwise gradient does not become invar— !
:, fant with respect to y-location even i{f the measuring volume covers as \-
\ small a region {n y* as three wall units. Instead, it continues to .
::: increase with the approach of the wall. The strong non-linearity in \'
- variation of w' with respect to y would also render other experimen-

tal techni{ques inaccurate because of their dependence on existence of a "\
thermal or concentration laver within a purely viscous hydrodynamic )
,: sublaver. ~
' 5
51 The probabllity density function of the spanwise measurement 1is -
:‘_ presented in Fig. 9.9, Notice that because of the poor resolution, the

.,- bin «fze could not be reduced helow 0.4 1'. The present results are

: compared with the numerfcal simulation of Kim et al. (1986) at y+ =

» S.4., At this v-location, the turbulence Intensityv from the simulation ,h
E: agrees with the experimental resuli ., The overshoot at the center mav

..‘
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have been caused by the influx of some unscattered light during the
measurement. Or it may be a result of the sampling bias. Signals from
slower-moving particles have a large number of cycles and are more
likely to be detected than faster-moving particles.
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Table 9.1 E
PARAMETERS OF THE TURBULENT BOUNDARY LAYER i
Coles' Schene
Fitting Range: 1.69 mn to 26.6 mm (14 data points) E
.H 45.3 m
u‘: 31.3 mm/s g
11 §] 0.642
Scatter (rms): 0.0049 U @
Ce: 0.00305
Integral Parameters %
Standard Functions Parabolic Interpolation
o)
8, 7.08 mm 7.05 mm
K
63 181.3 mm 180.7 mm
H 1.404 1.405 ﬁ
Re6 5200 5180 .
‘ 3
Re6 3700 3690 .
2
G 7.38 7.39 H
1%
Ce (Ludwieg &
Tillmann) 0.00304 0.00304 "j
k]
gv
R
[N \ﬁ
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Table 9.3

CHARACTERISTICS OF SPANWISE VELOCITY GRADIENT IN TURBULENT FLOW

Reference Type of Measuring Reynolds Turbulence Skewness Flatness
Flow Technique Number Intensity Factor Factor

Sirkar & Water Electro- 19000 0.0982 0.20% 2.3%

Hanratty in Chemical (0.09)b

(1970) Pipe Probe

Py Water Electro— 3500~ 0.115 - -

(1973) Channel Chemical 12500

Kreplin & 0il Flush 2800- 0.065 0¢ 5.4

Eckelmann Channel Hot Film 4100

(1979)

Kim et al. Channel Full 3300 0.194 -0.02 7.0

(1986) Flow Simulation

Present Water B. DCW 3700 0.111 0.028 4.6

Study Layer

8peduced from Fig. 8 of the reference.

bReported by the authors.

CAssumed; the instrument lacks directional sensitivity.
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Mean velocity in the boundary layer.
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PROBABILITY DENSITY FUNCTION
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Fig. 9.4. Probability function of the streanwise velocity at a near- RN
wall point. ;:; \
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SUBLAYER PROFILE
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TURBULENCE PROFILE
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© Point Measurement
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(a) Turbulence velocity
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Turbulence: 1in the boundary layer and at the wall.
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Chapter 10 3%{5:
CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE WORK - '
ahly
In the previous chapters, the principle and design of a laser-— "-(\
Doppler device for measurement of wall velocity gradient have been k‘
described. The results of some simple measurements in a turbulent
boundary layer are also presented. In the present chapter, the impor- it
tant lessons from this experience have been summarized into formal S)ts':t:
conclusions, Also, the unresolved issues are being formulated into :&.2 :?
guidelines for the future work. N
~ A
10.1 Conclusions 'f*f.:
The present measurements of skin friction in a turbulent boundary $:; R
layer are in agreement with the latest understanding among the re- i
searchers that the value of turbulence intensity at the wall is about :‘.;:‘
35-40% and the distribution is highly skewed towards the higher values. b:«;-;'.l'\
The exploration of the spanwise velocity gradient seems to be supportive :-‘-_»?5.}-
of the suggestion that the velocity profile in this direction does not
reach linearity till yt < 1. A reliable quantitative value for the ‘_‘:‘\.3::
spanwise velocity gradient could not be obtained. E:f; :§
The present experience with applications of the instrument has un- .5‘2 _"
raveled certain advantages and disadvantages of the device which were “. -
not obvious at the beginning of this work. It is hoped that a discus-— "(‘:';S*
sion of these lessons can place the present technique in perspective ;‘_:‘;:}.-:i
with the existing alternative methods. ‘A_‘{";z
i
10.1.1 Advantages of DCW Method ;%é X
The main advantage of this technique i{s the simplicity of the rela- ' i"i"
tionship between the signal and the measurand. Though the signals can
be impaired by the velocity bias and secondary optical effects, the un- TN
certainty range 1is small as compared to the alternate techniques. The :::"‘_‘:::.‘:}
two other well-recognized techniques are based on heat transfer and mass :~: ,_.;:
transfer analogies; these have been in practice for about 40 years and '
20 years, respectively. Despite long periods of development and appli- AN
cation, these methods have 1involved enormous uncertainties in the ;‘;:::‘.';"
A
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measurements. The large differences between the two measurements in the
0il channel, presented in Table 9.2, may be cited as an example of vul-
nerability of these methods. The reason for such vulnerability is the
fact that the interaction of these devices with the flow is complex and
not well-understood. The present method may be regarded as a glant step
forward in simplifying the interaction between the instrument and the
flow. The relationship between the signal frequency and the measurand
is linear and known with a high accuracy from the optical parameters

alone; hence, it does not require calibration in the flow.

With the present technique, it 1is easy to change the size of the
measuring volume and vary its location. Hence, it would allow one to
verify the 1linearity of the velocity profile being measured. This
feature has enabled us to infer the reported trend of w' with respect
to y from measurements at various y-locations. However, the results
have been documented only for the smallest value of y approached. 1In
hindsight, it may be suggested that a systematic record of the measured
gradient versus size and location of the measuring volume be taken for

the sake of qualifying the linearity of the gradient.

The present instrument provides a high spanwise resolution. Be-
sides the fact that the spanwise extent can be made conveniently small,
the individual signals are not integrated over the entire spanwise
width, Usually, there 18 one particle in the measuring volume at a
time. Hence 1in general, each signal corresponds to only the path it
travels through the 1illuminated region and not the whole measuring
volume. This may be contrasted with the heat transfer or mass transfer
devices which yield a signal integrated over the entire sensing element.
Also, in order to maintain a reasonable signal-to-noise ratio, the size

of the element cannot be made very small in the latter techniques.

To conclude the discussion of advantages of the system, the ability

to make a non-intrusive measurement may be recalled.

10.1.2 Disadvancaggp of DCW Method

As compared to the alternate devices mentioned above, the present
instrument is more complex in construction. It is more bulky and expen-

give as well.
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Since this device requires delicate alignments, it is sensitive to
vibration. The present application has shown that the instrument does
function on a water channel without any special vibration control but
the quality of measurement would certainly improve 1if the vibration
could be reduced to submicron level. This 1is more relevant to measure-
ment of the spanwise component, which requires a smaller measuring

volume.

The collection of unscattered light by the receiving optics reduces

the signal-to-noise ratio. It may also generate spurious signals in the

case of spanwise measurements. Necessary safeguards including vibration

control are needed to overcome this shortcoming. , ,':é‘
PR
In the measurements taken so far, the signal rate has been too low ,}gt w3
NN
to allow evaluation of energy spectra. This happens because the signals » 253
are weak in side-scatter and the scattering particles are scarce in the
vicinity of the wall. The means of improving the signal rate suggested gﬁ;gxﬁx
RACYARER
in Chapter 7 remain to be implemented. :;:ﬁfi
:‘o:\“‘_;\:".
"

10.2 Recommendations for Future Work

The concept of DCW has been proven feasible. Some results related
to wall parameters in a turbulent boundary layer have been obtained.
These results may be considered as validation of earlier findings,
rather than new results. However, the limited experience with the use
of this device has established certain advantages of the technique which
justify further development and application.

There is a need to disseminate the technology; proliferation is
vital to the survival and further development of a technique like this,
which requires advanced skills as well as considerable capital invest-
ments. Further evaluation in simple flow situations (such as constant
pressure boundary layer and channel flow) would be helpful in further
improving and perfecting the device. Independent experimentation at
different institutions would provide ideal conditions for maturation of

the technique.

It 1is strongly recommended that an appropriate use of optical

fibers and integrated optics be considered for the next version of the
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device. Optical fibers carrying laser light may be coupled to special
waveguides which would project it in the form of cylindrical waves.
This arrangement would be less susceptible to the vibration of the flow
facility and would make transportation of the probe easier. The receiv-
ing optics may also be replaced by appropriate integrated optics to
collect the scattered light. These integrated optics msy be coupled to
an optical fiber leading to a photomultiplier tube. 1In an ideal ar-
rangement, all the optical fibers would be connected to a small plug
containing all the integrated optics.

Improvement of the signal rate and SNR would certainly enhance the
utility of the device; wall seeding may be attempted as the first step
towards this goal.

Experimentation in a thicker boundary layer would inevitadbly pro-
vide better insights into the functioning of the device. 1In particular,
it would be helpful in verifying the stipulated behavior of w' 1in the

sublayer.

The following goals may be suggested for further applications in

the immediate future:

(1) A critical examination of the existing correlations for skin fric-

tion in a turbulent boundary layer.

(2) Re-evaluation of the constants in the universal logarithmic veloc-
ity profile; examination of their dependence on the Reynolds number

of the flow, using the DCW system to determine the shear velocity.

(3) Documentation of the turbulence and higher-order statistics of the
near-wall flow in order to examine their relationship to the outer
flow or the bulk flow.

(4) Measurement of correlations that would provide additional informa-
tion about the structural features of the sublayer, e.g., correla-

tion of the wall shear stress with near-wall velocity.
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Appendix A § '."::::,:

AN OVERVIEW OF RELEVANT CONCEPTS IN e

THE ELECTROMAGNETIC THEORY OF LIGHT O

b t\.:":z

| R

Inclusion of this appendix in the report needs an explanation, :‘ ';'c'f

because a description of electromagnetic theory of light can easily be L

found in textbooks on physical optics. The present discussion is only a F:;T.T:;“

cursory survey intended to state clearly the concepts and assumptions Et ¢

underlying various mathematical formulations employed in this report for ?\x:;{

design and description of the present device. It includes a selection U LA 2

of elementary and advanced material relevant to the system under consid- ““_'f"

eration, which is not found in one place in the literature. A general § :'}:
reference for the materfal in the following pages i{s Born and Wolf e

(1980); other references are mentioned at appropriate places. The @fy_‘h‘:\?'

nomenclature 1in the current presentation is fairly consistent with

'~
‘»
S

common practice in electromagnetic theory. Since a number of these

symbols are used to denote different physical quantities in fluid mech-

s o

s o, v @

.l.

YA
oL

anics, a separate listing of nomenclature is included for this appendix. A‘%l 2!
The concepts of "anisotropic scattering shift" (or "fringe dis- .:'_-l;'-';_l,
placement") and "dipole approximation for vector diffraction" presented :..'-"xf_:)'
in this appendix are being proposed by the present author. :' "";::
A 1}

A.1 Nomenclature POATPEH

Width of optical slit.

TR,
AR
4\;\%‘\
-,

-.C’
LA

3 Magnetic induction. y
; c Speed of light in a material medium. NN

Speed of light in a vacuum. oty

0

Scattering coefficient in Mie scattering theory. a0

o, O

Electric displacement. NN

Electric field amplitude vector.

o 0O
y .'._..' .

I'

X

o o

Electric field. Lalay

L2 4
1 2 4

8’ % Unit vectors used for expressing the scattering coefficient. :::,:‘;\-‘,-
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’
p
p(t)
Q

Real(V)

"1 4

X,y,2

xo’yo’zo

Magnetic field amplitude vector.

Magnetic field.

/-1

Unit vectors along x,y,z respectively.

Imaginary part of U.

Electric current.

Wavenumber, 2x/A.

Inhomogeneity functions on 2 primary wavefront.
Refractive index of the medium.

Coxplex refractive index of scattering particle.
A vector along the direction of polarization.
Strength of a dipole.

Weighting function in dual integral solution.
Real part of U.

A vector along the direction of propagation of light.
Scalar field at point P in space.

Vector tangential to a wavefront in x_y_  plane.

070

Vector tangential to a wavefront in Yo2o plane.

Spatial coordinates.

Spatial coordinates for diffracted field, Fig. A.2.

Greek Symbols

Angle of propagation of a plane wave in dual integral solution
of diffraction problem.

Angle of incident plane wave in the case of diffraction from a
half-plane.

cOoS a.

Dirac delta function.

S

EZ K9 tn &
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€ Dielectric constant.

z Optical path in geometrical optics.
A Wavelength in a medium.

o Magnetic permeability.

ﬁe Hertz electric vector.

ﬁn Hertz magnetic vector.

[} Charge density.

g Electrical conductivity.

¢ Phase of diffracted field.

Special Symbols

3 3 3 »
¥ axI+3y]+3zk
v? .9

Subscripts

x x~-component of a vector.

y y-component of a vector.

z z-component of a vector.

Superscripts

1) Incident electric or magnetic field.

(s) Scattered electric or magnetic field.

" Distance normalized with wavenumber (2n/A).

A.2 Maxwell's Equations

These equations provide a generalized description of certain well-
known phenomena in electromagnetics. A steady state flow of electrons
under the influence of an electric field 5 18 known to produce a

nagnetic field i (e.g., magnetic field around a current-carrying
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wire). This phenomenon may in general be described by the following
differential equation:

4u

*> +» L d
VxH = —7J
c

where, A depends on t and the material properties.

For the sake of generalization, i is defined to be independent
of the properties of the material in which it is produced. & is
considered an entity which could sustain {itself 1in vacuum; magnetic
response of the material medium on the other hand is termed magnetic
induction 3 and is considered a function of i as well as prop-
erties of the material. Similarly, electric field g is also con-
sidered independent of matter; its interaction with material substances
results in electric displacement B. Many texts on electricity use the
term electric field for electric displacement. The notion of existence
of electric and magnetic fields external to material media has in fact
been introduced to extend the jurisdiction of electromagnetics to vacuum
so that propagation of light across the space could be interpreted as an
electromagnetic phenomenon without requiring to hypothesize the exis-

tence of ether.

It is also observed that an unsteady current, i.e., an accumulation
or dispersion of electrons, not only affects ﬁ but also starts a feed-
back from i to ﬁ. Since £ cannot be specified independent of i
under such conditions, another equation is needed to close the problem.

The closed set of equations is given below:

; 4
exﬁ—ll’) -—-‘-3 (A.1)
[ [
* * 1;
VKE+—B = 0 (A.Z)
c

where h and ) depend on t and material properties and ] depends

on fi and material properties.

The unsteady part of the current 1s conventionally represented in
terms of rate of change of b. Magnetic induction and electric dis-
placement follow the relevant continuity equations, like other conserv-
ative fields in a continuusm.
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.8 = 4xp (A.3)
.8 = o0 (A.4)

The non-zero right-hand side in (A.3) signifies the fact that electric
displacement i{s associated with the movement of electrons which might
accumulate in one location and produce a net charge P, whereas
magnetic induction results from alignment of magnetic dipoles. Accumu-
lation of magnetic mono-poles 1is not a known phenomenon in classical

physics.

Historically, Eqns. (A.l) and (A.2) were first derived as integral
equations over a finite control volume and subsequently reduced to par-
tial differential equations. The integral form may be found in element-

ary texts on electromagnetics, e.g. Ramo, Whinnery and Van Duzer (1984).

Equations (A.l) through (A.4) are known as Maxwell's equations.
These equations indicate the possibility of existence of mutually sup-
ported fi and £ flelds even in the absence of an electric current J.
It is shown later that such fields would propagate with a velocity o

in vacuum. The value of ¢, from pure electromagnetic measurements
matches well with the speed of light. Hence interpretation of light as

an electromagnetic wave has been hypothesized.

It is also worth mentioning that the manner in which we perceive
the existence of electric or magnetic field is by assessing its ability
to do work; viz ability to move electrically charged bodies or magnetic
poles. The Maxwell's equations can be transformed into an energy law so

that each term represents a form of energy. In this form the term
“ ffE b das
S

determines the energy flux across the surface of a control volume where
dS 1s a surface element and n 1s a unit vector normal to it. Eval-
uation of this term leads to a fringe pattern in the case of light from
two sources which is the basis of fringe model discussed in Chapter 1.
The fringe model 1s conceptually simple but since 1its mathematical

description takes a more complex form than the original mathematical
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representation of the phenomenon (viz, Maxwell's equations), it is not -

suitable for an extensive analysis.

Finally, a rather simple but important deduction from the Maxwell's 0
equations can be discussed briefly. Application of Maxwell's equations -
”
to a control volume surrounding a surface discontinuity in the space :;
yields the boundary conditions for the E and R flelds. Continuity
of the £ and i fields {s required if both the media are dielectric, E
e.g., glass-air interface. Another case of particular interest is one T
of an infinitely thin sheet of infinite electrical conductivity inter- :{
4
posed between two dielectric medfia. This is an idealization of dif- e
fraction from apertures in a thin metallic layer. In this case, the .,
"0
\ tangential component of the electric field vanishes on the interface N
|
ii vhereas the tangential component of the magnetic field goes through an .
abrupt change of the amount h}/c, where J 1s the current density E
induced in the interface.
A.3 Linear Optics )
The constitutive equations relating Y and B to £ and B o i
—
f may be very complex for certain materials, but the media involved in
the present system, (i.e., air, water, glass, chromium, etc.) can be :'j
-
assumed to follow the following linear relations:
]
¥} - of (A.5) -
} - eE (A.6)
B - i (A.7)
where, o, €, and u are called electrical conductivity, dielectric .
constant and magnetic permeability respectively. If the material is ho- oo
<
mogeneous and isotropic these properties would be constant throughout. -
Such is the case of common lenses and mirrors whereas acousto-optic mod- -
ulators (cells with standing sound waves) and birefringent media are ;:
examples of anisotropic systems.
It should be mentioned here that the above relations are strictly .
speaking, valid for bodies at rest only. For bodies in linear motion
198
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with constant speed, Lorentz transform may be used to adapt these equa-
tions to the moving frame of reference. In the case of non-relativistic
speeds, the effect of Lorentz transform is confined to a frequency
shift. Mathematically this shift is identical to the classical Doppler b’b"
shift. This 1s the reason for combining Doppler effect with the elec- 3
tromagnetic theory in the wave model of the device, proposed in Chap- )

ter 2. The problem becomes more complex if the body interacting with

the electromagnetic waves 1s rotating, such as a rotating particle in

b

Y

the measuring volume of an LDV system. Concepts from general relativity ;:‘::
may be empolyed to formulate the phenomenon mathematically. Lo

[
LA

It should also be remarked that the constitutive equations are more
complex and generally nonlinear in the cases where electric and/or mag-
netic fields excite electrons in atoms and result in phenomena such as
self-focusing, electro-optic modulation, flouresence or laser emission.
These phenomena are subjects of nonlinear optics. An introductory ex-

position of mildly non-linear phenomena in optics is available in the

A ]
text on optoelectronics by Haus (1984); phenomena such as flouresence \
and laser emission are generally treated as subjects of quantum elec- D
tronics and not as varlants of electromagnetics. The present formula- bt
tion of electromagnetic phenomena applies only to propagation of light E’p
in homogeneous and isotropic media. It may however be easily extended B¢
to anisotropic materials such as wave plates or polarizers by using b

different values of dielectric constant and magnetic permeability for

various components of £ and ﬁ.

A special case in linear optics is one of non-conducting media. : g
¢

Maxwell's equations for this case reduce to wave equations in £ and

fi. T

<
¢ - e—‘z' £ =0 (A.8) .
Co [}

. _\':’_::: ::_ -

A-SE - o (A.9) NERR

2 I \'.: }

co ".'.'. '-'.'.\

- 'D‘ .
AN

|

4
[ [

where speed of light = co/'fa’- .
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The above equations in conjunction with (A.1) and (A.2) may be used
to demonstrate that £ and i vectors are normal to one another and
also normal to the direction of propagation of light energy as shown in
Fig. A.l(a).

The well-known laws of reflection and refraction can be derived by
satisfying the surface discontinuity boundary conditions for a plane
wave approaching the iInterface between two media with different dielec-

tric constant and magnetic permeability.

An electromagnetic wave is called harmonic {f all the components of

E and 1 oscillate with the same frequency.

An electromagnetic wavefront 18 linearly polarized at a point if
both x and y components of £ (and ﬁ) are in-phase or completely
out-of-phase; as a result the vector E vibrates along one fixed line
in space called the axis of polarization. If Ex and Ey as shown 1in
Fig. A.1(b) are of equal amplitude and out-of-phase by 90°, the vector
3 would rotate in a circle, producing circularly polarized light. In

general, a harmonic wave 1is elliptically polarized.

The nature of polarization is irrelevant for the optical elements
which follow Eqns. (A.8) and (A.9) and have identical physical orienta-
tion relative to £ and @ fields (i.e., axisymmetric relative to the
direction of propagation). All the components of £ and H follow
i1dentical equations and boundary conditions for such elements. Ordinary
spherical lenses are examples of this type of optical elements. Propa-
gation of 1light through such elements can be expressed in terms of a
single wave equation; hence the notion of scalar waves applies. Cylin-
drical lenses and dielectric beamsplitters have different physical
orientation relative to the t and B flelds and hence are seasitive
to polarization. Similarly, electromagnetic waves cannot ve treated as
scalar waves while passing through a polarizer, because different speeds
of 1light are encountered in different directions. Another case for
which scalar wave formulation 1is not adequate {s the passage of light
through an optical eclement employing a metallic film, because it is an
electrically conducting medium and Eqns. (A.8) and (A.9) are not valid
locally; Eqns. (A.1) through (A.4) with appropriate electrical conduct-

ivity should be used for an exact solution. Metallic mirrors, bean
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splitters and diffraction gratings are examples of such elements. Di-
electric mirrors and beamsplitters are used in the present system in
order to preserve the state of polarization in the beam generator and
elsevhere. However, a pair of slits etched in a chromium coating is used
for diffraction of 1light in the final stage of the focusing optics.
This element is slightly sensitive to polarization of incident light as
shown in Appendix B.

A.4 Scalar Diffraction

A solution to the problem of diffraction of light from an aperture
in a screen may become exceedingly complex depending upon the thickness
and the material of the screen. The term scalar diffraction refers to a
solution of the problem which describes the entire phenomenon in terms
of a single wave equation. In other words, it ignores the conductivity
of the screen but still assumes that the screen effectively blocks light
over its infinitesimal thickness ("absorbing screen"). This approach is
incosistent with electromagnetic theory of 1light, nevertheless it has
yielded reasonably accurate prediction of diffraction at relatively
larger distances from the screen. This theory is unable to describe the
state of polarization after diffraction. However, it is useful in esti-
mating wavefronts and energy flux if the state of polarization after

diffraction is evaluated by other means.

A solution of wave equation pertinent to diffraction of monochro-
matic waves, known as Rayleigh-Sommerfeld formula is given below

(Goodman, 1968):

1 exp(ikro)
ue) = gz [fulr) ——
S

This formula 1s expressed in terms of the nomenclature of Fig. A.2. It

(Ref,) ds (A.10)

is valid for distances sufficiently larger than the wavelength of light.
In this report, it is used fbdr investigation of wavefronts produced by a
finite slit.
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Two simplifications of this formula are well-known.

(1) Presne' approximation:

Rayleigh-Sommerfeld equation can be simplified if the diffracted
field is observed in front of the aperture and not at large oblique
angles. Assuming that the dimensions of the apperture are sufficiently
smaller than the distance at which the diffracted field is observed, the
factor ;.:o may be taken as unity. The distance :o in the denomi-
nator 18 approximated by Yor whereas in the phase function the fol-

lowing relation is used for r_.

o
X - x 2 z -z 2
o=y [1ed(Ze2T) L Lf%
Yo Yo
This leads to the following formula:
exp(tky )
U(x .yo,zo) = 1”'0 exp [i 2y (x + 2z )] (A.11)

The finite limits of integration are replaced by infinity, using the
principle of stationary phase; (see Nayfeh (1981) for a discussion on
the concept of stationary phase). The nomenclature for the above

expression {8 elucidated in Fig. A.3. It is valid in general for

2
3 L 2 2
y, » o (xo x)" + (zo z) ]
max
The Fresnel formula is used to derive the equation for propagation of
Gaussian laser beams. Since a screen to cut-off the light at a partic-
ular cross-section 1is not employed 1in this case, the inconsistency

associated with the so-called absorbing screen is removed.

(2) Fraunhofer approximation:

When the distance from the screen {8 very large, one more term in
the integrand of Eqn. (A.ll) may be dropped to obtain the following

formula:
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k 2 2
exp(iky,_) exp [:l ?y—o- (xo + zo)]

U(xo’yo’zo - ixy

o (A.12)

x f U(x,z) exp [— 1 -;-:: (x x + zoz):] dxdz

-00

It is valid under the following condition:

R(x* +y%)
Yo > 2

Equation (A.12) is simply a Fourier transform of the wave function at
the screen. It provides the basis for Fourier Optics dealt with for-
mally by Goodman (1968).

A.5 Geometrical Optics

A simplification of Maxwell's equations for small wavelengths is
commonly used for studying propagation of 1light through imaging and
focusing systems. The analysis can be started with time harmonic field
of the following form:

E = (D) exp [tk ¢(P)]
(A.13)

i = AT explik ¢(D)]
Time dependence has been suppressed in the above equations. The func—-
tion c(:') is used to specify the wavefronts; changes in phase of the

wave are governed solely by c(;).

On substituting (A.13) into Eqns. (A.1) and (A.2) and ignoring the
terms involving 1/ik (i.e., assuming wavelength to be smaller than

other dimensions), one obtains

2 2 2
14 14 14 . 2
(a::) + (3y) + (az) n (x,y,2z) (A.14)

The above equation governs the evolution of wavefronts In the space
irrespective of the wavelength. A surface of constant { represents a
wavefront and vectors normal to such a surface are refered to as rays of
light. Rays represent the local direction of propagation of light.
Being independent of the wavelength information, the rays may be consid-

ered the sole descriptors of the phenomenon under the premises of this
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formulation. Propagation of a ray through a medium with a known spatial
distribution of refractive index can be determined from Eqn. (A.14).

Solutions of (A.l14) for a variety of standard cases, such as propagation

of a ray through a thin lens, are simple and require only a geometrical

R

Y,

= | B

construction for a complete description -- hence the term geometrical

optics.

It may be recalled now that the laws of reflection and refraction

.
v,

in general are deducible by applying surface discontinuity boundary

v
-y

conditions to a plane wave. These laws, in the 1limit of geometrical

-

K

optics are valid for each ray hence do not require the 1incident

wavefronts to be a plane.

=

e

A.6 Vector Diffraction Theory for Idealized Screens

[

J Scalar diffraction formula as discussed earlier fails to provide &
information regarding the state of polarization. It is also not valid "

i very close to the screen. For the present application the state of ‘.'::

I polarization as well as the nature of the fields very close to the

screen are of significant value. An exact solution of Maxwell's equa- ‘

tions for a real screen is too complex and not treated in detail in the

literature. An idealized case of immense value is the one which assumes g
[)

the screen to be infinitesimally thin and perfectly conductive. Consid-

ering the fact that the screen in the present system is significantly ,
thinner than the wavelength of the 1light and 1is made up of chromium bl
which has high electrical conductivity, the above mentioned solution <
“
would be a close approximation to the real system. ~
Ly

A.6.1 Dual Integral Formulation ;.-: !

]

The case of particular interest under this formulation is one of a v X

plane screen. For a two dimensional problem (i.e., no variation along &': i

the z-axis), the total field can be divided into two parts -- E-polari-
zation and H-polarization, as shown in Fig. A.4. Each of these cases
may be reduced to a single wave equation which 1s valid over the entire
space and must satisfy a set of boundary conditions on the screen. The
boundary conditions follow directly from Maxwell's equations as dis-

cussed in Sectfon A.l. A complete mathematical representation in the

v r -

case on E-polarization 18 as follows: S
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Z s+ 2’ + zz = 0 (A.15)
9x 3y 9z
- L2 L 1%
x ik 3y °? y ik ax °
Ex - Ey = Hz = 0 (A.16)
Boundary Conditions:
(1) E, = 0, on metal,
(2) H, and Hy goes through abrupt changes 4nJy/c and Aan/c,

respectively, on the metal.

It is convenient to divide the total field into an incident field and a

scattered field; i.e.,
A S S

& - ),

Both the incident and the scattered fields satisfy the above equations
independently. Since the incident light is not obstructed on the aper-
ture, the scattered field 1is zero in the aperture plane. This fact

allows to state the second boundary condition as follows:

4(s)

= (O on the aperture.

The solution of (A.15) may in general be expressed as an angular spec-

trum of plane waves in terms of polar coordinates (r,9).

E(:) - ‘[P(cos a) eikr cos(8-a) da , y>0 (A.17)

c
It may be shown easily that elkr cos(8-a) gapigfieg Eqn. (A.15) for
both real and complex values of a. The path of integration C and the
weighting function Q(cos a) are unknown in the above expression. It
is found appropriate to choose limits of integration such that, cos a =
-» to +w; the resulting expression 1s a Fourier integral. The plane

waves corresponding to real values of a (i.e., cos a = -1 to +1) are
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homogeneous and do not attenuate whereas those corresponding to complex
a attenuate and disappear at larger distances from the screen; their
presence however is essential for accurate determination of near-surface
distribution of the field and the current density. It may be remarked
at this point that Rayleigh-Sommerfeld formula of scalar diffraction
theory does not incorporate any attenuating (or evanescent) waves. It
actually describes the diffracted field as a spectrum of spherical waves
which lack a physical interpretation at the center of the individual
waves. However, the attenuation length of the evanescent waves scales
with the wavelength of light and a solution ignoring such waves is not
likely to be in large error if the distance from the screen is suffici-
ently larger than the wavelength.

The boundary conditions for this formulation take the following

form.

on metal ,

QB) kx84 _ (D)
- V1 - g2 :

/ Q(B) elkx8 d8 = 0 , on the aperture ,

where, B = cos a. This formulation is refered to as dual integral
equations. These integrals must be solved mutually to deduce an expres-
sion for Q(B). Advanced mathematical techniques are employed for this
purpose. The resulting expression is usually in the form of a series
expansion. Once an analytical expression for Q(8) 1s obtained, E,
and other field components can be expressed explicitly in the integrals

of the form of Eqn. A.1l7.

A.6.2 Diffraction of a Plane Wave by a Half-Plane

The weighting function Q(B) of dual integral equations takes a
rather simple form for the case of a plane wave incident on a half-
plane. The simplicity of this solution has motivated {ts application to

more complex problems.

In the case of a unit amplitude E-polarized wave incident at an

angle a, on the half-plane.
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1 1
sin 3 ao sin 30

i
Q(cos a) % cos a + cos ao

The resulting expressions for the diffracted field are as follows:

1
-z ir
4 ikr

E, = S—— " [G(u) - 6(V)] (A.18)

£ /=

-'% ix
Ho o= - e—E——' el¥r {sin a [G(u) + G(v)] + 14 (Ez:) sin % a cos % 8}
(A.19)
--% ix

H = &—0o eikr{sin a [G(u) - G(v)] - 1 (-é) sin % a  sin -;— 8}

(A.20)
Simflarly, for an H-polarized field,
- %’1w
ikr
H, = S—— ™" [6(u) + G(V)] (A.21)
'L
- % in
e ikr 2 1 1
E - —/;——- e {stn a  [G(u) - G(V)] - 1 (E) cos 7 a_ sin 5 8}
(A.22)
- % in
e ikr , 2 1 1
Ey - - —',:—— e {cos q,o [G(u) + G(v)] - 1 (k_t') cos 5 Go cos 5 0}
(A.23)
where
2 .2
Gly) = e M / el® 4 (A.26)
Y
u = - /(2kr) cos % R ao) (A.25)
v = - /(2kr) cos -%- (6 +a,)) (A.26)
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It should be noted that these expressions determine the strength,
direction of propagation as well as the state of polarization of the

field at a given point in space.

A.6.3 Diffraction from a Slit

The value of a nondimensional slit width, defined as ka/2 plays
an important role in the solution of slit diffraction problem. A slit
may be called narrow if this parameter 1o less than one and wide other-
wise. The dual integral equations can be solved relatively easily for a
narrow slit as shown by Tranter (1954). The present device involves a
wide slit (ka/2 = 8.1). Millar (1958) has sought a solution for a wide
slit. The solution is available in terms of improper integrals which
are difficult to be evaluated numerically. However certain portions of
the solution are expressed in a series expansion in the inverse ratio of

nondimensional slit width.

Karp and Russek (1956) have proposed a procedure in which the two
edges of the slit are considered as two half-planes and the standard
solution for a half-plane {s utilized. Light diffracted by each edge is
considered as a second incident wave for the other edge and so on. Mul-
tiple diffractions result in the development of a series which exhibits

fast convergence in the case of a wide slit.

A.6.4 Geometrical Theory of Diffraction

Keller (1957, 1962) has proposed a geometrical theory of diffrac-
tion which is a further development and generalization of the procedure
of Karp and Russek. This theory allows application of canonical solu-
tions of the diffraction problem to the apertures of complex shapes.
Though this procedure 1is not used for the present problem of finite
slits, it would be {instructive to briefly examine such an application.
The diffracted field for the finite slit would be described by one pri~-
mary flield for each edge and one for each corner. Each of these eight
primary fields would produce seven secondary fields upon impinging the
other edges or corners and so on. This method may actually become quite
complex in the presence of several edges and corners. A relatively
simple approach to the problem of vector diffraction from a narrow
aperture is presented in the following section.
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A.7 Vector Diffraction under the Dipole Approximation

This section presents a simplified approach for determining the
direction of polarization for a diffracted field. The present formula-
tion is based on the notion of an electric dipole which consists of two
electric charges fluctuating in strength with a certain amplitude and
frequency. The charges are brought closer and merged into one another
while amplitude of their strengths 18 increased in a manner that the
product of the charge-strength amplitude and spacing between the charges
reaches a finite value. A dipole has a direction of vibration which
determines the nature of the field radiated by it. The direction of
E-vector at a point in this field can be determined from a knowledge of
the local direction of propagation of light and the direction of vibra-
tion of the dipole. Hence if any field of known direction of propaga-
tion could be reconstructed locally from a dipole of known direction of
vibration, the direction of 1its electric vector can be specified. The
local direction of 1light propagation in the case of a diffracted field
can be deduced from the Rayleigh-Sommerfeld formula. The present for-
mulation suggests that this field could be reconstructed from a dipole
whose direction of vibration would be same as the polarization of the

incident field in the plane of the screen.

This simplification is being refered to as dipole approximation in
this report. Under this approximation linearly polarized light produces
linearly polarized diffracted field and the direction of polarization in
the diffracted field can be deduced from the local direction of propaga-
tion and the direction of polarization of the incident light.

In practice there would be some ellipticity in polarization of the
diffracted field but {t 1s not expected to be significant. This predic-
tion is based on a knowledge of the scattering characteristics of parti-
cles under comparable conditions, i.e., forward scattering for micron-
size particles. As shown by Adrian and Earley (1976), ellipticity is
negligible under such conditions.
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A.7.1 Huygens-Fresnel Principle g?
Huygens—Fresnel principle is an intuitive conception of the propa- -
gation of 1light as a wave, according to which each point on a primary >
wavefront may be considered as a source of a secondary wavelet. Inter- .
~
ference between secondary wavelets produces various patterns of inten- 2
sity in the case of diffraction from an aperture. An envelope of the
secondary wavelets may be regarded as a new wavefront. s
A.7.2 Formulation of Light Propagation as an Inhomogeneous Wave 3
X
The "sources of wavelets” in Huygens-Fresnel principle can be mod-
eled as inhomogeneities in the governing wave equations. This in fact :ﬁj
is a means of invoking the boundary condition on a primary wavefront. ‘
Considering an electromagnetic wave in vacuum, we Iintroduce the o
following relations:
D = E o+ 4nd (A.27) &

B o= A+ 4n (A.28)

i

where P and ﬁ are non-zero only in a region of inhomogeneity. Sub-

o
stitution of these relations into Maxwell's equations for nonconducting :ﬁ
media leads to the following equations for the electric and magnetic
flelds. "
»> > 1 ; » » 2 » 1 »
E = Vvx(-—0 +vxn)+(vn -—m) (A.29) .
cm e e 2 e ~
c .
» » 1as 2+ 1 » <
H = ¢vx(-0 +vxn )+ (Vv n -—un) (A.30)
c e m m 2 n . .
c ~.
-
where ﬁe and ﬁm be referred to as Hertz vectors following the con- S %
vention of dispersion theory. Hertz vectors follow the inhomogeneous N
wave equations. :f.* :':3
- e
2 1 o
VI -—1 = -4nb (A.31) R
e 2 e .
c N
3
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m c2 m

A solution to these equations is given as follows:

i - fff th_;_‘S&dv ' (A.33)

1 - Jff R

where R 1is the distance from the point of interest to the volume ele-

ment dvVv.

In order to further simplify the problem we may set M= 0, 1i.e.
we may specify a suitable 3 on a primary wavefront so that it repro-

duces the actual field at a later point.

A simple inhomogeneity, at a point defined by position vector ;o
may be given by the following relation:

B(r,v) = p(o) s(r-1)n (A.35)

1
i

A

I_:f;-“‘:

* AN N

where n 1s a unit vector and § 18 the Dirac delta function. It may NN
AN
be mentioned at this point that three terms, electric dipole, sources of : $\$ :
_.1"‘.-"‘..?‘.

secondary wavelets and simple inhomogeneity actually refer to the same

XA
é

entity. E i::
e
Using the mathemat{cal tools discussed here, we can formulate the i;iz‘
problem of diffraction from an aperture as a wave motion resulting from MSALL
an spectrum of simple inhomogeneities (or dipoles) in the aperture ?:::..‘.
plane. In order to properly satisfy the boundary condition at the aper- ;i;:z‘.
ture, the vibration axis of these inhomogeneities must be same as the ﬁiii
polarization of the incident wave. :;S;.t
A.7.3 Field Produced By an Electric Dipole §;§i$3$
The field of a single electric dipole can be obtained by substitut- E:Eg;;;
ing Eqn. (A.35) into (A.33) and the value of ﬁe thus obtained 1into <t
(A.29) and (A.30). The expressions for £ and H can be simplified f:;;;'
for the case of R >> A/2n. The simplified expressions are given below. T;;;;j?_
AT RS
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E ~ H ~ P—(E-'—g-/i)-sin ) (A.36)
¢ R

il

The coordinate system for this expression i{s illustrated in Fig. (A.5).

gy

It may be noticed that % 11es in the plane containing the direction of

.5"

propagation and the direction of vibration. This condition alongwith

the requirement that § must also be in a plane normal to the direction

Pl

of propagation, 18 sufficient for specification of the direction of £,
This provides a criterion for determining the polarization from the di- Y.

rection of propagation and the direction of dipole vibration. In order EE
to apply this criterion to the diffracted field it should be established -
that the entire spectrum of dipoles in the aperture could be replaced by ::
an equivalent dipole with a vibration axis not significantly different )
from the vibration axis of individual dipoles in the spectrum. A pre- 35
liminary judgement in this respect can be made by examining the orien- -
tation of an equivalent dipole for a fleld produced by two dipoles at ‘e,
various locations in the aperture. <

A.7.4 Equivalent Dipole s

Figure A.6 shows two dipoles at (xl,O,zl) and (x,,0,z,) vibrating :;
along z-axis. In this coordinate system, Eqn. (A.36) for a unit dipole St
can be written as follows:

xzl - Y, z] - (k#yé) e -

£ . 3 (A.37) -
R e
>
where R 1is the distance of a dipole at (x,0,z) from the point of )
observation (O,yo,O). Direction of propagation is given by if
t -xI + yoj - zk
R = = (A.38) -i
o
where
N/xz + yz + 27. (A.39)
o
If the fields for the two dipoles are represented by El and 52 n
and directions of propagation by IR and {R , then the combined
field is given by 1 2
212
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g = El + Ez (A.40)

and the resultant direction of propagation is represented as follows:
L~ 1§l IRl + |2, IRZ (A.41)

Since the vibration axis n of the resultant dipole lies in the plane
of t and IR , the following vector relation holds:

ne (Ex1) = o0 (A.42)

The resultant dipole may be chosen to lie in xz plane such that

n = nl+nk (A.43)
X z

Equations (A.40) through (A.43) may be solved to obtain an expression

for “x/“z' Employing expressions of the form of (A.37), (A.38), and

(A.39) to represent the field and the direction of propagation for each

dipole, the following relation is obtained.

n

X

n
z 2, 2 2. 2
_ RiRy(xy=xy) (2 Nxphyg = 2 Vxo4,)
4 2. 2 2.2 2. 2 2 2 2 2 4 2 2
Rz\/xl‘l'yo + RIRZ [zlz2 +J(x1+yo)(x2+yo)]dxl+yo +Jx2+yo) + Rl Xty

(A.44)

The above expression clearly shows that n would be small as compared

to n, if the difference between x, and x; 1is small. It also shows
a dependence on the difference between 2z, and z,. Hence, the equiva-
lent dipole would be tilted only slightly from the original vibration
axis if the aperture 1s sufficlently smaller than the distance between
the point of observation and the aperture. Equation (A.44) may be used
to make an order-of-magnitude estimate for the tilt of the equivalent
dipole. If the tilt could be ignored conveniently, then the dipole ap-
proximation {s valid. It should be noted that this approximation does
not require the aperture to be small enough to be represented by a

single dipole. It only requires the equivalent dipole for reconstruc-
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tion of the field at a given point to be parallel to the polarization of
the incident light, which is a much less restrictive condition.

A.7.5 Explicit Expressions for Vector Diffraction

An expression for diffracted field, known as Rayleigh-Sommerfeld
formula has been given in Section A.3. It is convenient for the current

purpose to represent this expression in terms of the coordinates of Fig.

A.3 as follows:

U(x,» ¥,» 2,) = Real(U) + 1 Inag(V) (A.45)
where
Yo .~ . sin ;o -
Real(U) = Ty 1[ U(x, z "fqi- dz dx (A.46)
o
. . COS8 ; .
Imag(U) = ———-‘[[ u(x, —2 4z dx (A.47)
o

" ~2 ° Y - "2
fy T VTt (g %) (g - 2)

Intensity of the field is given by

I ~ [(Real(U)]? + [Imag(u)]? (A.48)

~ ~

Phase of the field at a given point (xo’yo’;o) can be evaluated as

follows:

A A s _ Inag[U(x WY,z )]
¢(x ,y ,z_ ) = tan : 2.0 0 (A.49)
oo o Real[U(x ,y _,z )]
0’0’0

Since a wavefront passing through a given point has a fixed phase, the

following equation can be proposed for the surface of a wavefront con-

taining ( oY ? )

%ng%%% = tan ¢ (A.50)

Upon substitution from (A.46) and (A.47) for Real(U) and Imag(U),

the following equation for the wavefront i{s obtained:
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.~ cos(r -¢) . . .
ff U(x,2) ——25——dz dx = 0 (A.51) e
v ’ '
‘ S o
]

Equation (A.51) may be used to evaluate two vectors tangential to the

oy wavefront at a point (x ,y ,z_ ). Cross product of these vectors would
) o'’0’"0

be normal to the wavefront representing the local direction of wave
F. propagation. The tangential vectors may conveniently be chosen to lie
¢ in the x,y, and Yo2o planes. Explicit expressions for axo/ayo and

- azolayo are needed for constructing these vectors. Differentiating

-~

L (A.51) with respect to Yo for a fixed z, and variable X the
following expression is obtained:
"2
2, x, A
— = — (A.52)
where
0 - A A
% A =y, .[[ A dz dx (A.53)
S
Ay = - [[ Alx,~x) dz ox (A.54)
" S
U(x,z) [r, sin(r_-¢) + 2 cos(r_-¢)] f
- °. (A.55) 2
ré
\-{ o -
S
. The corresponding tangential vector may be expressed as follows: :
v .
l.’ LY
Vo= als AZI (A.56) =
- t 1 .
. \
' ~ Y
Similarly, by differentiating Eqn. (A.51) with respect to Y for a N
E fixed xo and variable zo, an expression for the second tangential >
Q
vector can be obtained.
%
. +
’, - .
vtz A3] + ALK (A.57)
Na
where
I Ay = - [[ Az -z) dz dx (A.58)
‘. S
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A vector in the direction of wave propagation can now be defined as fol-

lows:

2 >
1 ) AT - AT+ Ak (A.59)

Under dipole approximation, a vector along the direction of polariza-
tion, ; would lie in the plane defined by propagation vector s and
the polarization vector n of the incident field. Hence, 5 can be

expressed as a linear combination of 8 and n.
p = 8 +Kn

Since 3 must also be normal to ;,

which yields the value of K.

Hence the polarization vector may be expressed as follows:

> > >y > +2 »
- [8["n

p = (nes) s (A.60)

Vectors s and B may be normalized with the corresponding magnitudes

for later applications.

This completes the set of equations needed to evaluate a diffracted
field, 1its direction of propagation and the sense of polarization.
These equations are further simplified for the case of a long finite
slit and used for simulation of the signal produced by the device under

consideretion.

A.7.6 An Alternative Approach

The vector form of Kirchhoff's theory of diffraction is available
in optics texts (e.g., Jones (1964)). It may be possible to use this
theory to arrive at a mathematical formulation similar to the one given

above. We did not have an opportunity to explore this possibility.
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A.8 Mie Scattering Theory

Maxwell's equations were solved by Gustav Mie in 1908 for scatter-

ing of a uniform plane wave by a homogeneous isotropic spherical par-

ticle. This solution 18 exact and applies to particles with complex

L

refractive indices. The imaginary part of the refractive index (known "

as extinction coefficient) accounts for absorption of 1light energy by -

7" |

the particle and can be associated to {ts electrical conductivity. The

extinction coefficients and the refractive indices of common materials

TP W4

are available in references on optical materials such as Driscoll, W.G.,
and Vaughan, W. (1978).

e >

%

N )
i:' :
. A.8,1 Summary of the Results :
i; Results of Mie theory are found in many different forms in the lit-

erature. It 18 convenient for the present application to follow the
‘. form used by Adrian and Earley (1976). The coordinates used in this
‘- formulation are shown 1in Fig. A.7. A set of rectangular coordinates

) DAL

;, ;, and 8 x B i8 defined in terms of the direction of incident

..

light propagation ; and polarization ;. A set of polar coordinates

(r,0,¢6) 1s used to express the solution for the scattered wave. Unit

LA A B M)

-
?& vector r represents the direction in which the properties of scattered
light are needed. Unit vector ;0 is normal to the plane of s and
;, whereas ;0 is normal to : and ;¢. Coordinate transformation
- 1s done using the following relations. :
a . I X
S
- e =™ (A.61)
TN t
- > +> > g
ﬁ} ey = e0 xr (A.62) v
R
b cos & = 8 7 (A.63) :
(>
3 sin 8 = |8 x 7| (A.64) v
LA %
> :
- =% (A.65)

sin ¢ = (s xp)e ¥ (A.66)

¢
o, sin 6 "
W, -
N /.
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Scattered electric field for a unit incident field is given by '~
3 e-ikr g
s = Cg(0:4) == (A.67) \
“»
where E. is known as scattering coefficient and represents deviation h‘:
(& o

of scattered wave from a homogeneous spherical wave. In the far field
of scattering the following equation determines the scattering coeffi- E
(5
cient. e
. . %
Es = A(9) sin ¢ e, + B(6) cos ¢ €q (A.68) b}
P
» :::
A(B) = -1 z [annn(cos 0) + bn'rn(cos 0)] (A.69)
n=] M

(]

- o7 -
B(9) i 2 [anTn(cos 8) + bnlIn(cos 0)] (A.70) 7
n=1

S"I(B) Sn(a) - mSt"(u) Sn(B)

{5

*n 7 58 8 _(a) - a#'(a) S_(B) (A.71)
D
n n n n '-
S,(a) = VaalZ 3y, (@) (A.73) ;
c (@) = (-1 /xal2 I (uipy @ (A.74) =
On(a) = § (a) + 1Cn(a) (A.75) ::
n(e) = Bosero) (A.76)
T8 = rzn‘(lnil; P (o) - (1-¢%) P:(c):] (A.77) \'
a = wa/A (A.78) -
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B = ma (A.79)
m = np/n (A.80)
where Jn*‘/z is the Bessel function of order (n-il/z) and Pn(r,) is the

Legendre polynomial of order n.

It 1s worth mentioning that the coefficients a, and b, are com-

plex in general. Hence the scattered wave changes phase with changing

values of 6 and ¢.

For the purpose of computation, the series expansions for A(6)
and B(6) need to be truncated. The following criterion has been sug-
gested by Gucker et al. (1962) for a significant number of terms in the

geries.

n = 7+1.2a , for a> 10 (A.81)
For a < 10, Adrian and Earley (1976) suggest the following criterion:

n = 2(a + 1) (A.82)

A.8.2 Anisotropic Scattering Shift and Intensity Modulation

Calibration of laser velocimetry systems is normally based upon a
"moving point-source model” of the scattering particle exhibiting a
Doppler shift in the frequency of the scattered light. Since scattering
particles are generally larger than the wavelength of the light, this
model has certain limftations. The scattered wave has a variation in
intensity and phase over a spherical surface around the particle. This
phenomenon may be explained in terms of the Huygens-Fresnel principle
(Sec. A.7.1). The scattered wave may be considered as an interference
pattern produced by a number of secondary waves originating from the
particle. Figure A.8 shows a portion ABC of the spherical surface and
a polar diagram of intensity variation over fit. In the vicinity of
point A, intensity 1s large and varies slowly; hence, this portion of
the scattered wave may be attributed to a single secondary wave. Near
point B, the intensity shows a sharp spatial variation. This effect

may be interpreted as the emergence of another secondary wave which is

out of phase with respect to the first wave. Hence, the two waves
219
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interfere destructively near B, causing a drop in intensity. Appar-
ently, the second wave grows stronger near point C, while the first
secondary wave diminishes in strength. Hence, it 1is expected that a
change in phase of about 180° would take place between A and C. 1In
other words, neighboring intensity 1lobes would be out of phase.
Typically, the angular extent of an intensity lobe is given by h/dp;
hence, anisotropic scattering effects are stronger for particles with

diameter significantly larger than the wavelength of the light.

Motion of the particle in certain LDV systems may result in
exposure of significantly different parts of the scattered wave to the
receiving aperture during a single measurement. The rate of change of
the phase under such conditions would cause a shift in the frequency of
the light in addition to the Doppler shift deduced from a point-source
model. The additional shift 1s related to the anisotropic scattering
characteristics of the particle and may appropriately be called aniso-
tropic scattering shift. Purthermore, there may occur a modulation of
signal intensity due to varifous lobes sweeping across the receiving
aperture. For the present device, these effects are examined in

Chap. 4.

The anisotropic scattering shift may also be interpreted as a
Doppler shift resulting from motion of the "virtual center" of the
scattered wave with respect to the geometrical center of the particle.
The scattered wave at a given orientation appears to be emanating from a
center in the vicinity of the geometrical center of the particle. The
scattering center moves with respect to the geometrical center if the
scattered wave orientation is changed at the receiving aperture. Hence
it must be emphasized that the signal from an LDV setup is a measure of
the scattering-center velocity and not necessarily the particle

velocity.

Yet another way of conceptualizing the scattering-related frequency
shift is an interpretation based on a fringe model. Because of 1its
finite size the scattering particle displaces fringes (by refraction and
other complex phenomena covered by the Mie theory). The amount of
fringe displacement may vary from fringe-to-fringe causing the "effec-

tive fringe spacing" to be different from the "undisturbed fringe
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spacing”. It may be pointed out that a common method of calibrating an Wl

LDV system employs scattering from a disc of known rotating speed. 8;5a?
Since the scattering characteristics of a rotating disc are in general I
different from that of a particle, there may be an uncertainty asso-

ciated with such calibration.

Fringe displacement is likely to be more significant in the case of Aty
apertures located very close to the measuring volume. Mazumder et al. .dg!:ﬁ
(1981) have suggested a method of near-wall velocity measurement which C}:*
employs a microscope objective in the wall for receiving the signal. )
This particular method appears more prone to fringe displacement than

common LDV, DAY

The present device involves diverging fringes which undergo differ- -¢-$ o
ent displacements because of the changing orientation of fringes across

the measuring volume. This effect has been examined in Chap. 4.
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Fig. A.2. Rayleigh-Sommerfeld formulation of diffraction from an
aperture.

Fig. A.3. Coordinates for scalar diffraction.
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Coordinates for the field of a dipole.

Fig. A.5.
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the equivalent dipole. ‘s
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Appendix B

POLARIZATION EFFECTS IN SLIT DIFFRACTION

The purpose of this appendix is to examine the effect of changes in
polarization of the laser light incident on the slits. Two cases are

considered, 1i.e.,
(1) E-field parallel to the slits;
(2) H-field parallel to the slits.

These shall hereafter be refered to as Case (1) and Case (2). A
simplified mathematical model has been used to derive expressions for
the shape of the wavefronts and the transfer function of the device for
the two cases. According to present analysis, the wavefronits are more
flat than circular for Case (1) and more peaked relative to a circular
arc for Case (2). However, these deviations from the circularly cylin-
drical shape are small and do not affect the transfer function signifi-
cantly. It must be emphasized that the mathematical formulation used
here 1s approximate and excessively simplified. It is considered suit-
able for the purpose of comparing the two cases of different polariza-

tion but not recommended for modeling the system.

B.l Nomenclature

For the sake of convenience, some exceptions to the nomenclature of
the main text have been made. Symbols ¢, ¢, x, and r have been
redefined in this appendix. Figures (B.l) and (B.2) may be consulted

for the relevant definitions.

B.2 Shape of the Wavefronts

For diffraction of light by an infinitely long slit in a perfectly

conducting screen, Keller (i957) has recommended the following expres-

sion:
~ow
1 1/2 -i(r+zJ
e = -|— e £ (¢) (B.1)
-]
2nr
where
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sin[;(ain $))

+ cos[;(ain ¢)]

$ %
8in 2 cos 2

In the second term of the above expression, plus sign corresponds to

Cagse (1) and the minus sign to Case (2). The variable e 1in Eqn. (B.l)

£,(0) = 1

represents electric field for Case (1) and magnetic field for Case (2).
This equation 1s based on the assumption of far-field diffraction by a
slit flluminated with a uniform plane wave incident normally to the
screen. It is further assumed that the total field at a point 1s the
sum of the fields produced by diffraction from each edge of the slit;

the interaction between the edges being ignored.

The equation of a wavefront may be deduced from Eqn. (B.l), as a

surface of constant phase, {.e.,

- 1 (t tan(; sin ¢)

- r + tan ) = constant (B.2)
ten $

where, range of second term: 0 to w;
+ sign: Case (1);
- sign: Case (2).

The angle of slope ¢ has been defined in Fig. B.l. It may be
evaluated by differentiating Eqn. (B.2).

- (B.3)
tan ¢ = . ‘r
dr/d¢
r[l.an2 §-+ Lan2 (a sin ¢)]
= t = = =
a secz(a sin ¢) cos ¢ tan %-- % tan(a sin ¢) sec2 %

vhere 0 < ¥ < W,
+ sign: Case (1);
- sign: Case (2).

Since ¥ = 90° for a truly circular arc, the wavefronts would be
too flat or too peaked for ¢ < 90° or ¥ > 90°, respectively; pro-
vided that ¢ > 0. However, the following numerical example would

{llustrate that deviation from the circular structure 1s warginal.
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Given: r = 50 yum, A = 0.3868 up,

¢ =20° and a =1 um;
For Case (1), ¢ = 89.3,
For Case (2), ¢ = 90.7.

Differences between the two cases may be explained in physical
terms. In Case (1), the electric field is parallel to the slit edges
and therefore is completely absorbed at the edges; hence, bending of the
wave around the edges 18 not as strong as in Case (2). Furthermore, one
would expect less power transmission in Case (1). However, the slits in
the present system are quite wide (; > 8), so that the amount of power
transmission depends only upon the area exposed to the laser (see
Keller, 1961).

It may also be noticed that tan ¢ 18 directly proportional to
r; hence, with increasing r, the value of ¢ would approach 90°.
Alternatively, with increasing distance from the slit, the wavefronts

would become more circular.

B.3 Polarization Sensitivity of the Transfer Function

The above-mentioned model of wavefronts may be used to derive
expressions for the transfer function B for the two case under
consideration. Wavefronts produced by the two slits, spaced S, are
considered in Fig. B.2(a). The angle of each wavefront with the hori-

x!: l 2 2 ! ’

In Fig. B.2(b), the unit vectors normal to each wave are shown. It is

obvious that the term E.I may be evaluated as below:

>

n.f = gin x2 - sin xl
Upon substituting (B.4),
>

n.f = cos(cbl + wl) - cos(cp2 + wz) (B.5)

Using Eqns. (2.8), (2.11) and (2.14) of Chapter 2,
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B = -—23 (806)

The above expression is valid for a streamwise linear velocity profile
without any normal component. Inserting (B.5) into (B.6), the following

expression for the transfer function is obtained.

Xz B

1
B 78 [c:os(ol + wl) - cos(¢2 + wz)] (B.7) E
For a given location (x,y), the angles ¢l and ¢2 may be evaluated
as follows: ':":
ok
n % -
tan¢1 -(x+8) ; —2<¢15_2 \j
(308) g
L] n
tan¢2 -x+8 ; -2<¢2$2 ;
Similarly, A
r, =y v1+(x+s)2
“ . ’ (B.9) 7]
rz-yVli-(x—S) -
-
N
Eqs. (B.8) and (B.9) may be used in conjunction with (B.3) to evaluate N
the necessary angles for deducing B from (B.7). ]
For a range of x = 0 to 0.2 and y = 50 uym, the normalized e
transfer functions are represented in Fig. B.3(a). The transfer func- R’
tion for a circular wavefront is also shown for comparison. Case (2) :{
appears to have the smallest deviation from the nominal value. But as -
1llustrated in Fig. B.3(b), the advantage of Case (2) over Case (1) 1s ::: ;f.:
. » a
only marginal because both the cases exhibit less than 1% deviation from ;ﬁ
the case of circular wavefronts. Hence, it may be concluded that the &: ;i
—
transfer function is fairly insensitive to the polarization of the light !
.
11luminating the slits and the circular-wave model {8 a good approxima- :ﬁ; f_
tion for either mode of polarization. To conclude, it may be recalled s ":
that the present hardware conforms to Case (1) of polarization. ﬁ -i
~
N
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¥ > 90°: Less flat than circular

p < 90°: More flat than circular

Wavefront
]
Tangent to the
wavefront
¢
Screen

Fig. B.l. Flatness of the wavefronts.,
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L =1,2

Tangents to
the wavefronts

(a) Geometry of the wavefronts produced by a pair of slits

Xz\

v
ot

e— sin X,

(b) Evaluation of n. 1 from geometry of the wavefronts

Fig. B.2. Interaction of the wavefronts emanating from a pair of slits.
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Appendix C ;:-:_: :
AR
OPTICS-RELATED VARIATIONS IN THE TRANSFER FUNCTION LASARI
SR
The 1instantaneous velocity gradient may be deduced from the ,f..,*.;;y.
AR YRISY
following expression. :::s::jt
uY.!
A A it
g = 3sf4 (c.1) o
vhere, f,; 18 the frequency of the signal after removing the Bragg Ny
shift. The accuracy of a single measurement is determined by the uncer- _.:‘_\u. )
tainties in various parameters on the right-hand side of Eq. (C.1). The ',_ <
RN,
quantities A and S are known fairly accurately (within 1X); whereas, tﬁ:‘%
accuracy of f;, 1s determined by the SNR of the signal discussed in ':_.:-'.;5‘3"
A
Chap. 4. The purpose of the present discussion is to evaluate the un- ; A
certainty in parameter B. o
It may be mentioned at this point that the uncertainty in a single :.':._\::-.::::
measurement does not completely describe the accuracy of a statistical _E_:::_
sample. The measured samples are known to be biased because of several Slad
reasons. Adams et al. (1984) have given a comprehensive summary of the PRAIEN
RN
sources of bias and various methods for bias correction. Typically, a :{{-::-:;"f
AASE SN
bias correction method would require the right-hand side of Eq. (C.l) to _‘:".."
N iy
be multiplied by a weighting function prior to reduction of the data. f\f-
The accuracy of this function would be an additional factor in the un- »-‘s_ ""
L) " '
certainty analysis of the statistical parameters. The present results ""-f.:";:"'i‘
KRR
have been reported without any bias correction. ;_;::;-.:
NG
C.1 The Statistics of B TR
R
A probability density function (PDF), pg , for B may be intro- AN
LA
duced; so that, the mean and the mean-square values of B may be (‘"-'2«'"-
WONSY
expressed as follows:
= BN
:4_)__:\a
B = / B p, dB :::i‘f»ft:
-0 c :-':0'
LN ¢
) 2 v
- RS
YN
R

* A
ot

A O Rl S o I e S S A A S S A N N A R N S S R N SN SN SRR U0 S
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where,

J{ Py dB8 = 1
.

As shown 1in Chap. 2, B depends upon several variables. In

r

! general, Pg would be a joint probability function of all these vari-
' ables. However, some simplification may be made by taking into account
j the fact that the measured signal frequency 1s averaged over the path
i traversed by the scattering particle through the measuring volume. If
‘ the fluid-related uncertainties are isolated, the path-averaged transfer

function would be represented as below:

2 1/2 9 1/2
[l+(xm+3)] -[l-’-(xm-S)]

2x S
m

In this form, B is a function of y only. Hence, the probabil-
ity of a certain value of B being effective may be defined as the
probability of signal generation from the corresponding y-location. To

| further simplify the problem, pp may be specified as the joint proba-
bility of particle arrival and signal detection at the appropriate
y-location. These functions are illustrated schematically in Fig. C.l.

At this stage, it would be helpful to consider a numerical example of

Py

C.2 A Model for PDF of B

In order to estimate the opt{mum value of B and the associated
uncertainty, the following models may be used for the probability func-
tions shown in Fig. C.l:

[ PDF of signal detection: Uniform between Yoin and  y,.. and

zero beyond this range;

° PDF of particle arrival: Exponentially rising from zero at the

wall to an asymptotic value in the free-stream.

Hence, the PDP of signal generation would be given as follows:
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(C.4)

A more relevant parameter is the amplitude distribution function,
defined as below:

B
A (B) ~ [ p, dB (C.5)

-0
An appropriate multiplier is needed on the right-hand side of the above
equation. In the normalized form, the largest value of Ap would be

unity.

Equations (C.3) and (C.4) may be combined to express pp as a
function of B rather than y. Subsequently, py may be used with Egs.
(C.2) and (C.5) to evaluate the mean, the variance and the amplitude
distribution function of B. Calculations have been performed for two
values of Gp, {.e., 0.1 and 10 mm, which are comparable with the
thicknesses of the sublayer and the turbulent layer respectively. The

results are presented in Table C.1 and Fig. C.2.

Table C.1l

Statistical Parameters of B

The following results are based on:

S =10 um, Yoin ~ 50 um, Ymax = 150 um, and x, = 0.15.
Gp Mean Standard Deviation

0.1 mm 0.9865 0.00138

10 mm 0.9867 0.00117
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o
Despite large differences between the values of GP for the two :{ .
cases, the statistical parameters of interest are very close. The mean ]
value of B may be specified as 0.987. According to Fig. C.2, 952 of g R
the variations in B 1lie in the range of -0.262 to +0.13% of the mean :
value. o~
!\, W~
Ny A
It may be concluded that the optics-related variations are not a y
main source of uncertainty in the measurements. Also, the present data !{ h
have been reduced with B = 1, which may have resulted in under- o
estimating the skin friction by ~ 1X. R
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Fig. C.1. Schematic representation of the probability functions
that determine the likelihood of signal generation from a
y—location.
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AMPLITUDE DIST. OF B

1 L ' L ] ' 1 4 I L] l

Amplitude Function

1 L |

-3 -2 -1 0 1
[ B - 0.987] x 10°

Fig. C.2. Amplitude distribution function of B,
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Appendix D

CHOPPING AND SCANNING METHODS

Two useful methods for studying the intensity characteristics of
laser beams, especially at a focused spot, are explained. The following
discussion includes a description of the methods, the ways of interpret-
ing the results and precision requirements for the adjustable param-
eters. Some nonstandard nomenclature 1is used to facilitate derivation
of expressions used in Chap. 5. However, this auxiliary nomenclature is

not extended beyond this appendix.

D.1 The Chopping Method

The experimental setup for this method has been illustrated in Fig.
5.7. For measuring very small or narrow laser beams (micron-size), the
chopping edge should be precisely straight and sufficiently thin. A
sharp-edged metallic coating on a glass disc would probably be a conven-
ient device for this purpose. However, a good quality razor blade was
found to give satisfactory results for the present experiments. As the
beam is chopped, the detected power drops with time. The relationship
between power and time is refered to as "power profile". Analytical
expressions for the power profile are derived and used for establishing
a criterion for interpreting the results. Sensitivity of the measure-
ment to various adjustments 1is also deduded from the expressions for

power profile.

D.1.1 Analysis of the Power Profile

A laser beam of elliptic cross-section is shown in Fig. D.l. The

intensity distribution over the cross-section may be expressed as

2 2
I(x,y) = 1 exp| -2 <§—-+ X_> (D 1)
o [: LZ wz

where Io is intensity at the center. It diminishes to Io/e2 on the

follows:

periphery of an ellipse, with W and L as semi-minor and semi-major

axes, respectively.
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The total power in the beam may be evaluated as below:

P, -/ I(x,y) dxdy = ;-ablo (D.2)

The power in the chopped beam may be worked out by considering a
chopper AB, shown in Fig. D.l. The orientation of the chopper may be
specified by the angle from the minor axis, ¢ and the distance from

the center, h; so that, line AB i{s defined by
x sin ¢ + ycos ¢ = h (D.3)

After transforming the coordinates to x; = x/L and Y1 - y/W, and ro-
tating the chopper so that it lies parallel to the x| -axis, power in the
chopped beam may be expressed as follows:

n' 2, 2
P = abI f [ exp [-Z(xl + yl)] dx dy,
xl--. yl...

(D.4)
= Zab 1 erfc(-/2n')
4 o
where
2 2
h' = h/\/ﬁirco;jro + L sin o (D.9S)
Defining nondimensional power as p. - P/PT - 172,
] ]
p = —%erff/it | (D.6)
If the chopper is moving with a speed v_.
R e -t" e —tn R
where
2 S Y S S
T = ¢H‘ ro.z TR 1.* atn® O/V TR
The above expression is valid for a large chopper moving with 4 et an’
linear speed over the portinon of the beam rroan-ss rion onralining wos’
of the energy. For special casea ~f
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¢ = 90° » T - L/VC .

For a fast photodiode, the power profile is transfered exactly as a
voltage profile at the output of the photodiode. However, if the re-
sponge of the photodiode is not satisfactory, a first-order model of the

following form may be used:
e 8,9 - p (D.9)

where Q 1is photodiode output and te is the characteristic time of
the photodiode. PFor a step input, P = |, the time required by Q to
reach & value of 0.9 from 0.1 18 referred to as "10%-90% rise time".
This parameters is frequently quoted by the manufacturers. It 1is

related to the characteristic time through the following relation:

t, = 0.455 x (10%-90% rise time)

The response equation may be nondimensionalized as follows:

*
* *

% gﬂ; +q = p (D.10)

t dt

where

- *

t = 1/t and gq - 2 1

c P 2
T
Integrating from t = - e to t ,
» * 1 LN - " *
q - p + 2 expl-t(t -t/8)) erfc{v¥2 (t/4-t )] (D.11)

For the measurements reported in Chap. 5, the photodiode rise time was

10 nm. PFor a reanonable chopper speed, the value of t lies in the

*
range of (10000-20000);, hence for all practical purposes, q = p..

rTrsE

L A 'S
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D.l.2. A Criterion for Interpretation of the Measurements

The points of Iole2 intensity lie in the wings of the power pro-

2|

file where the slope i{s very small with respect to the time axis.

Hence, these points cannot be located very accurately. It was found

e

appropriate to measure the time interval, At, Dbetween the drop in
pover from P/PT = 3/4 to 1/4. This would correspond to variation in
p* from 1/4 to -1/4. From Eq. (D.6), at

AR |

Sncan,

* -—
p = £0.25, /2t = ¥ 0.476 .

E‘(-‘

Using the definition of t* from Eq. (D.7),

-

At/t = 2 x 0.476.

i
-
% v % W W

For the case of ¢ = 0 (measurement of waist), the above expression may

At

be written as follows:

20 = 2.97 v, At (D.12)

NN
"Ny

Knowing the chopper speed and the time interval At, the l/ez—waist

Iy

width may be obtained from the above equation.

{
"* '»
D.1.3 Sensitivity of the Adjustments ;j e
In order to obtain accurate results from the chopping method, the )
test lens and the chopper should be adjustable relative to the laser }f :
beam. In the case of a cylindrical lens of small focal length, the two ] :
most sensitive adjustments are as follows: &2 *
[ The chopping edge should be precisely parallel to the major \
axis of the elliptic waist. ;? %
P
] The chopper path should coincide closely with the focal plane. " 1
)
I1f the chopping edge is tilted by a small angle ¢, Eq. (D.8) may —
be simplified to the following expression: R
& o,
I
x o= YW e ¢2L2/v X
(o] i »
I(' .
» 5
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It is obvious that, in order to accurately measure W, the angle ¢

must satisfy the condition
¢ < WwW/L .

The precision requirement for this adjustment may be appreciated from
the following numerical example, which is representative of the experi-

ments reported in Chap. 5:
W = 2uym L = 500 pm,

To keep the error below 10X, ¢ = 0.1°. During the present experi-
ments, ¢ was adjusted by rotating the lens. Finer adjustment was ob-

tained by raising and lowering the chopper relative to the laser beam.

The effect of the other major source of error (i.e., a gap between
the chopper plane and the focal plane) may be ascertained by considering
the parabolic 1increase in the laser width away from the waist. The

measured waist, W' may be expressed as follows:
2
W'o= w[l +(—"5;) ]
w
2
< [103(25) ]
w

where 6z 18 the displacement of the chopper from the waist.

(D.13)

If AN =0.5 pum and W = 2 um, then in order to keep the error
below 10%, &z = 10 micron. A standard micrometer with a least count of

1 micron was used for the present experiments.

D.2 The Scanning Method

The experimental setup for this method has been described in Chap.
5 (see Fig. 5.8). For the case of perfect alignment, the slit and the
waist are shown in Fig. D.2. Since the scanning experiments are conduc-
ted with the assembled focusing optics, this condition may be achieved
closely using the precision translators. Hence, this scheme is analyzed

only for the case of ideal alignment.
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Using the intensity distribution given by Eq. (D.l), power trans-
mitted through the slit in Fig. D.2 may be expressed as

b y+a x2 2

P = I0 I exp [—2 __2_+}'_2_ :'dydx
x==b ‘y=y-a L W

(D.14)

AWLI = = =
- B e () e [R ) - w [E g -=>]}

4

For the cases of a very narrow and a very wide slit, the power profile
is {illustrated in Fig. D.3. 1In the case of a narrow slit, the power

profile may be simplified as follows:

2
P = /Ix aLl_ erf ("E b) exp |:-2 (%) ] (D.15)

In the case of a wi<e slit, the overlap between the two error functions

involving y (in Eq. (D.14)) is insignificant. Hence, each wing of the
pover profile may be viewed as a chopping profile and interpreted ac-

cording to the criteria outlined in the previous section.

The scanning data from a relatively narrow slit may be interpreted
by measuring the full width of the profile at half the maximum power

(FWHM). Since the maximum power occurs at y = 0,

LI Y
o Y2 b /2 a
Pax - 7 erf (—TT_) erf ( H ) (D.16)
For very narrow slit, Eq. (D.15) yields
P = /2x aLI_erf (!Z_E) (D.17)
max o L

The values of y-coordinates for FWHM may be evaluated from P =
Puax/z' Using Eqs. (D.14) and (D.16),

erf (/3 .) = erf (12;51131) - erf (£2—51:12) (D.18)

For a very narrow slit, Eq. (D.15) and (D.17) lead to the following ex-

pression:

\'\' CARS \a\.'\a‘ I‘I\J.--P.'I I.:'_:' X

~




Or

1/2
- (__“2' ) . 1.7 (D.19)

A numerical solution of Eq. (D.18) is plotted in Fig. D.4. It may be

noticed that the narrow slit approximation is valid within 1.5% for the
values of FWHM exceeding 4 times the slit width. For very small values

of FWHM, the parameter 2W/FWHM decreases very sharply. It is not ad- -.::"

visable to use FWHM for deducing the waist width if it is smaller than ::E‘;:}'
1.5 times the slit width. However, chopper approximation would provide ‘
accurate results for such cases. As mentioned in Chap. 5, the narrow >

slit approximation i{s suitable for the present system. Finally, it may :";\\
be pointed out that the above analysis is based on the assumption that :i:-;ﬁs,z
the power transmitted through a slit is the same as the power incident :::'."\

on the exposed area of the slit, As discussed in Sec. 3.3.4, this

assumption is not valid for very narrow slits, but it is acceptable for Do

the present system.
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Appendix E

STATIONARY SOLUTION OF PARTICLE-FLUID INTERACTION IN A TURBULENT FLOW

': The data presented in Figure 7.3 are based on the stationary solu-
L tion of the simplified equations of particle motion in a turbulent flow.
) - These equations have evolved through the efforts of a number of inves-
| »R tigators over several decades; the underlying concepts and assumptions
| \ may be found in the papers by Hjelmfelt and Mockros (1966) and Rizk and
| é Elghobashi (1985).

N

o

E.l Nomenclature

The notations for the primary parameters involved in the problem

are defined below. The secondary parameters are introduced for conven-

B

ience. Definitions of such parameters are given at appropriate places.

dp Particle diameter (1-10 microns)

1 V-1

LY T

f

hd
s

-
~

Saffman's constant, 1.615

Gx/Gy = ux/u , neglecting phase difference between Uy, and
0.1

uy (0.1)

Ratio of particle density to fluid density (Polystyrene latex:

1.06, Dust: 2.5, Silicon Carbide: 3.2)

-
’
la}

27

. u Fiuid velocity
i
v Particle velocity
by
e % Distance from the wall (50 microns)
o Greek Symbols
2 6 2
v Kinematic viscosity (1.0 x 10 ° m“/s)
5 w Turbulence frequency (1000 Hz)

Sugerscrigt

~ Fourier transform

-

o Time derivative

.
P
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Subscripts

x Streamwise component

y Normal component

The values of d r, 8, y, v, and w for the present system

pi
are gpecified in parentheses in front of the definitions. These values

are used for computing the results presented in Fig.7.3.

E.2 Differential Equations

The equations of particle motion (i.e., momentum balance) 1inm the

streamwise and normal direction are given below.

172 fY 4. (x) - v ()
v. = s&x+aac1(ux—vx)+a(-3£) [ x X dtr (E.1)

x x o

Ey(t) - vy(t)

dt + yOaB(ux-vx)

. [ 3a 1/2
v, = Buy + aBCZ(uy-vy) +B (;—) f

it - <
(E.2)

where

1

a = —

2v
d2
p

B = 28 + 1

Yy = K/3x
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d
5 = 7z °
(v/w)

(v/uo)l/2 represents Kolmogoroff microlength scale.

The case of homogeneous turbulence may be represented by setting

C, =1 1in Eqn. (E.1).

E.3 Stationary Solutions

The following expressions are obtained by Fourier transforming
Eqns. (E.1) and (E.2).

v
+
e (E.3)
u
X
Zx (a'+ib)'+ ¢(ctia) r (E.4)
~ a' + 1c
u
y
where
a = Cla + (3cv.m/2)1/2
b = w+ (3uw/2)l/2
c = w/B + (3(1(»/2)1/2
a' = Cza + (3am/2)l/2
Y8aw(1-8)
¢ - 2 2
B(a“+c”)

The complex quantities represented by (E.3) and (F.4) contain bhasi.
information about the response of a particle to the flu-tuarisns
fluid velocity {n streamwise and normal directions, respectivelv. For o

given frequency of fluctuations, the amplitude of these quantities 1e;

resents the ratio of particle-velncityv amplitude to the amplir ide -t *on
fluid velocity in the corresponding directiaon. The phase t this gaan
tity depicta the phase difference between the particle vel (v andt .
fluid velocity. Only the amplitude ratio has been evaliatesr 0

present study. The case of hamoveneoas *tarhulence bas heen o0 !

setting Cl = | {n the expressfon for a  and asingy 0o Ve b

.
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